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ABSTRACT
We propose a straightforward skin detection method for on-
line videos. To overcome varying illumination circumstances
and a variety of skin colors, we introduce a multiple model
approach which can be carried out independently per model.
The color models are initiated by skin detection based on
face detection and adapted in real time. Our approach out-
performs static approaches both in precision and runtime.
If we detect a face in a scene, the number of false positives
can be diminished significantly. Evaluation is carried out
on publicly available on-line videos showing that adaptive
multiple model outperforms static methods in classification
precision and suppression of false positives.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous

General Terms
Algorithms

Keywords
Real Time, Face Detection, Skin-Color, Adaptive Modeling.

1. INTRODUCTION
With the international success of“web 2.0”sites, the amount

of publicly available content from private sources is growing
steadily [13]. The number of videos that are being uploaded
every day is way beyond the means of the operating compa-
nies that are in charge of classifying the content properly.

The approach most often used for blocking contents on
the internet is based on contextual keyword pattern match-
ing technology that categorizes URLs by means of checking
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contexts of web pages or video names and then traps the
websites [13]. This does not hold for websites which allow
uploading videos like Google Videos and YouTube, because
the videos uploaded have different names from the contents
they contain. Due to the fact that there is no automated
process, Google and YouTube rely on the user community.
Therefore, an automated method to detect and categorize
videos based on skin color would help the service providers
and can provide control over the videos contents.

We propose an adaptive skin detection method for videos.
As a classification problem, we face a two class classifica-
tion problem. We decide on every pixel if it is a skin-pixel
or a non-skin-pixel. We adapt our decision rules upon a
prior face detection using the approach from Viola-Jones
[21]. Our contribution is twofold: We propose a method
which takes advantage of the temporal relationship between
frames in an image sequence while taking into account possi-
ble time dependent illumination changes. Based on detected
faces in the video, we can adapt the classification model and
precisely specify possible skin color in the scene. It can be
carried out in real-time and is useful for an automated prese-
lection and classification for large video databases. Further,
we deal with multiple models at one time. Per detected face,
one new decision model is applied and broadens classifica-
tion. The drawback of using thresholds is its high number of
false positive detections [18]. The dynamic multiple model
approach reduces false positives detection which is shown in
our evaluation. For the task of filtering adult content from
videos, we suggest a method for extracting meaningful key-
frames from potentially adult content: Based on the results
of the skin coverage graph, we are able to extract the key
frames for further manual classification.

In a first step we selected 20 videos from YouTube1, see
Figure 1 for samples. The sequences span a wide range of
environmental conditions. People of different ethnicity and
various skin tones are represented. Sequences also contain
scenes with multiple people and/or multiple visible body
parts and scenes shot both indoors and outdoors. The light-
ing varies from natural light to directional stage lighting.
Sequences contain shadows and minor occlusions.

In Section 2 we give a survey of the state of the art in
skin detection and its adaption towards time-varying color

1http://www.youtube.com, last visit: Aug, 1st 2008.
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Figure 1: Samples of video data used

circumstances and video segmentation. Section 3 describes
the multiple model approach for fast skin detection. The ex-
periments and results are outlined in Section 4. A conclusion
is given in Section 5.

2. RELATED WORK
Color is a low level feature, which makes it computation-

ally inexpensive and therefore suitable for real-time object
characterization, detection and localization [13]. The goal
of skin color detection or classification is to build a decision
rule that will discriminate between skin and non-skin pix-
els. Kakumanu et al. [11] describe the major difficulties in
skin-color detection are caused by effects like Illumination
circumstances, camera characteristics, ethnicity, and indi-
vidual characteristics like age and sex.

The choice of an appropriate color space for modeling and
classifying skin-color is crucial [24]. Yang et al. [24] observed
that for color spaces, intensity is more likely to change than
chrominance. Additionally they showed that clusters in nor-
malized rgb are an appropriate model for skin-color and ap-
proaches that rely on this color space are [16, 2, 3]. Still, the
normalized rgb color space suffers from instability in dark
colors.

Perceptual color spaces like the HS∗ color spaces model
the RGB cube onto a transformed color space following per-
ceptual features [7]. The Hue component gives the percep-
tual idea of a color as humans are able to define the hue value
as a color tone. The Saturation gives a perceptual measure
of the colorfulness. As it is invariant to illumination change,
it is regarded as good measurement for skin detection. It is
broadly used, e.g. in [2, 6, 7].

To simulate the primate’s visual attention, perceptually
uniform color spaces like the CIE − Lab or CIE − Luv are
used for skin detection e.g. by [4]. Orthogonal color spaces
like Y CbCr, Y CgCr, Y IQ, Y UV , Y ES form as indepen-
dent components as possible. Y CbCr is used by e.g. [23,
17].

According to e.g. [1, 8, 9] a single color space may limit
the performance of the skin color filter. Better performance
can be achieved using two or more color spaces. Using the
most distinct invariant color coordinates of different color
spaces increases the detection rate under certain conditions.

Opposed to the application addressed in this paper, [4, 5,
7, 23] and others use the detection of static skin-color for the
estimation of faces and further face detection, face recogni-
tion and gesture tracking. Viola and Jones [21] introduced a
stable face detection algorithm based on illumination which
can be applied in real-time. This inspired authors for using
this approach as an initial step for further skin color esti-
mation [14, 22]. Contrary to our approach, they use skin-
trained classifiers which rely on assumptions and one model

at a time. Further, they aim for a precise and reliable skin
and face segmentation in high resolution and high quality
visual data. Our approach is used for low quality videos
and applied in real-time for video categorization and skin
detection.

Skin detection under varying illumination in image se-
quences is addressed in [18, 24, 19]. Static approaches e.g. [15]
involve the clustering of skin color with predefined bound-
aries. The drawback of this method is the false positive
detection rate [11]. Neural networks, Bayesian Networks,
Gaussian classifiers or Self organizing Maps (SoM) are clas-
sifiers to overcome this drawback and achieve better classifi-
cation accuracy [12, 16, 10, 2]. Inherently, they rely on pre-
ceding off-line training phase and/or higher computational
complexity.

3. METHODOLOGY
We address the problem of changing lighting conditions in

videos by adapting the skin-color model according to reliably
detected faces. Prior to any face detected, the static Y CbCr
skin model [20] is applied for skin detection.

After a successful face detection, a new model is created
for the skin being detected based on this updated model.
Due to its real-time performance, we use the Viola-Jones [21]
face detector for providing parameters for updating: any de-
tected face introduces a new skin-color model, which allows
to detect skin of different color and under different lighting
conditions even within one single frame (see Figure 2)

3.1 Viola-Jones Face Detection
The Viola-Jones object detection framework can be used

for object detection rates in real-time. The frame work can
be trained for a variety of objects, primarily motivated for
the problem of face detection. The features used by the de-
tection framework involve the sums of image pixels within
rectangular areas [21]. They also bear resemblance to Haar
basis functions. Features used by Viola-Jones rely on mul-
tiple different rectangular areas per detection.

With the use of the integral image as image representa-
tion, rectangular features can be evaluated in constant time,
which gives them a considerable speed advantage. The inte-
gral image can be computed efficiently in a single pass over
the image.

The object detection framework employs a variant of the
learning algorithm AdaBoost[25] to both select the best fea-
tures and to train classifiers that use them. AdaBoost is sen-
sitive to noisy data and outliers as it is using fast and simple
classifiers and subsequent classifiers are adapted based on
the success of previous classifiers. This results in processing
gain, and can be embedded in realtime applications.

90



(a) An example frame with 3 detected faces. (Source:
image extracted from a YouTube video)

(b) Shadings of white indicate the applied model.
(Source: image extracted from a YouTube video.)

Figure 2: Multiple model skin detection in a frame
of an on-line video. (Source: www.youtube.com)

3.2 Color Space for Skin-Color Tracking
The simplicity of its transformation and the explicit sep-

aration of luminance and chrominance components makes
Y CbCr attractive for skin color modeling [20]. The favor-
able property of this color space for skin-color detection is
the stable separation of luminance, chrominance, and its fast
conversion from RGB. These points make it suitable for our
realtime skin detection. Evaluated extensively [23, 17], the
static values used when initially no face is detected are

Crmax = 173 (1)

Crmin = 133

Cbmax = 127

Cbmin = 77

where Cr and Cb are the red and blue chroma compo-
nents in the Y CbCr color space. These values cover a broad
variety of lighting conditions and skin colors. This results

in a large number of false detection, predominantly being
background detections. We reduce this number by narrow-
ing down the values based on adaptive skin color modeling.

3.3 Adaptive Skin Color Modeling
Before any successful face detection, the static skin color

model is applied to the frames for skin detection. If a face is
detected, the face region is extracted for further processing.
We discard pixels in the detected regions for the pixel which
are most likely non-skin pixel based on the static model.
Then we calculate the average over the remaining pixels.
The reason for using simple mean calculation is for being
fast enough for real time usage. The average color is used
to model the new boundary values.

A comprehensive testing was carried out [17] to calculate
the dynamic Cr and dynamic Cb values. We use dCr for
dynamic Cr and dCb for dynamic Cb. It was found out that
dCr has more sensitivity than dCb value, for representing
the skin areas. The following boundary gives true positives
while minimizing the false positives, and is based on exten-
sive experimentation on the test set described in Section 4.
They coincide with the values presented in [23].

dCrmax = dCr + 9 (2)

dCrmin = dCr − 3

dCbmax = dCb + 10

dCbmin = dCb− 10

Equation 2 constitute the boundary values for the adaptive
skin filter.

3.4 Multiple Models
We capture skin information from a reliably detected face

for using it to adapt our model parameters for the skin-color
detection. At a time when more than one detected face ex-
ists in a frame and face information is properly extracted, we
use multiple adapted models. Our multiple model approach
makes it possible to filter out skin for multiple people with
different skin tones and reducing its false positives. In Fig-
ure 2(a), three faces are detected which are indicated by
white rectangles. Based on this data, three models are esti-
mated and applied (see Figure 2(b)). Black indicates non-
skin pixels. For every detected region, the shading shows for
which model the most pixels apply to.

Scenes having multiple faces at a particular time con-
tribute multiple models to the detection mechanism. A
separate model is used for each separate face as shown in
Figure 2. The development of different models can be seen
in Figure 3(a) and Figure 3(b): the upper and lower borders
for dCr and dCb values of each applied model per frame are
shown. Figure 3(a) shows the model parameters for the dCr
values and Figure 3(b) for dCb values.

The thresholds/boundaries are determined by contracting
and averaging the skin area of face and provide us dynamic
paramters i.e. dCr and dCb. These dynamic parameters
are scaled up and down using equations 2 for final dynamic
boundary values. Note that the adaptive model just covers
a small part of the static one. This multiple adaptive model
approach is therefore more precise than the static one in-
terms of false negatives detection. The models are processed
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independently, partially resulting in a per skin class segmen-
tation of the image. At any particular time there could be n
number of skin models being present in the scene. This can
be carried out in parallel per frame. When all faces are lost
the last model which existed will be used as a default filter
for subsequent frames. This approach overcomes problems
of skin-color variance of multiple people with different skin
tones.

(a) Model parameters for the dCr values per frame

(b) Model parameters for the dCb values per frame

Figure 3: The temporal development of models over
one whole video clip. The thresholds/boundaries are
obtained by scaling up and down the dCr and dCb
values using equation 2.

3.5 Model Update
Initially when there is no face detected, the static skin

filter (equation 1) is applied to the frames for skin detec-
tion. Same is true for non-face skin objects. When a face is
detected the static skin filter is dropped and dynamic filter
based on dCr and dCb boundaries is used for skin detection.
For more than one face, a separate dynamic filter/model is
created and used. When all the faces are lost the last model
is stored and used until new reliable faces found.

4. EXPERIMENTS
In the following, we evaluate our approach and compare

it with the static model approach which we are enhancing
by adapting it dynamically. All experiments are carried out
on a standard desktop computer on an average frame rate
of 26,6 fps. 20 videos are manually annotated and the skin

detection is evaluated per pixel. Based on these results we
evaluate the use of significant changes in the model’s ap-
pearance and changes in the skin detection for scene change
detection. In the following we subjectively categorize on-
line video in 3 classes of skin appearance to evaluate the
approach’s performance for adult video detection.

4.1 Video categorization
The following experiment gives a proof of concept for the

usability of our approach for video portals. The results are
solely based on color based skin detection. We divided an-
other 27 testvideos into three categories depending on the
amount of skin pixels in the video. Videos which contain
no skin, totaling 7 are labeled as NSV (no skin video). 9
videos are labeled as PSV (partial skin video) contain partial
nude people and therefore more skin pixels The remaining
11 videos are labeled as LSV(lot of skin video) containing a
huge amount of promiscuous skin appearance.

Table 1 shows the results. The algorithm incorrectly cator-
ized two out of 27 videos. Video 12 and Video 24 was
reported as LSV. The reason being the skin colored back-
ground present in these videos. When there is a sufficient
match between the color of skin and the color of non-skin
objects, the algorithm incorrectly reports it as skin. In such
situation color based skin categorization is misleading and
approaches like texture analysis, use of semantics, and ob-
ject recognition could improve the robustness.

Video# Video Category Skin % Result

1 LSV 18.20 LSV
2 LSV 16.05 LSV
3 LSV 15.90 LSV
4 LSV 30.05 LSV
5 LSV 20.50 LSV
6 LSV 19.76 LSV
7 LSV 21.61 LSV
8 LSV 26.10 LSV
9 LSV 17.03 LSV
10 LSV 20.30 LSV
11 LSV 25.80 LSV
12 PSV 16.59 LSV
13 PSV 08.14 PSV
14 PSV 07.65 PSV
15 PSV 06.90 PSV
16 PSV 11.15 PSV
17 PSV 10.87 PSV
18 PSV 09.91 PSV
19 PSV 08.79 PSV
20 PSV 07.69 PSV
21 NSV 01.15 NSV
22 NSV 00.91 NSV
23 NSV 02.10 NSV
24 NSV 19.12 LSV
25 NSV 01.17 NSV
26 NSV 02.01 NSV
27 NSV 01.08 NSV

Table 1: Result of Videos Categorization. NSV con-
tain no skin, PSV non promiscuous parts of the
body, LSV lot of skin.
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4.2 Pixel classification
In order to evaluate our approach we build an annotated

ground truth data-set manually marking 4315 frames in 20
videos.

Video Dyn. Mult. Model Static Approach
Recall rFP Recall rFP

1 0,76 0,93 0,98 5,95
2 0,15 0,49 0,34 1,23
3 0,81 0,58 0,93 1,85
4 0,88 1,75 0,97 3,98
5 0,75 1,19 0,76 1,71
6 0,57 0,22 0,62 0,68
7 0,88 0,42 0,99 1,01
8 0,51 1,60 0,73 3,31
9 0,57 0,11 0,76 0,28
10 0,93 0,86 0,93 0,86
11 0,97 4,90 1,00 6,16
12 0,91 4,14 0,57 4,31
13 0,62 0,76 0,62 0,76
14 0,96 2,24 1,00 3,46
15 0,67 2,38 0,78 8,00
16 0,96 2,61 0,98 3,94
17 0,91 3,50 0,91 3,50
18 0,26 1,93 0,34 1,36
19 0,96 2,22 0,98 5,45
20 0,64 1,66 0,41 2,28
Avg 0,73 1,66 0,78 3,00

Table 2: Precision and false positives relative to the
amount of marked (skin) pixels. Italics lines are
videos with no face detection thus providing identi-
cal results.

We see that the drawback of static model clustering is false
positive detection. Our approach reduces false positives.
Table 2 shows the classification results of our experiments
per video and are obtained by dividing the corresponding
category values by the total number of marked (skin) pixels.

We use the following metrics for pixel-wise evaluation be-
tween ground truth and observations in a frame.

Recall =
Ndp

Ntp
(3)

rFP =
Ndfp

Ntp

Precision =
Ndp

Ndp + Ntn

Fall − out =
Ndfp

Ntn

where Ndp and Ndfp denote the number of detected true
positives and false positive pixels respectively. Ntp and Ntn

are the number of total true positives and number of total
true negatives. The measure rFP gives a value for the pre-
cision of the retrieved result relative to the amount of skin
visible in the frame.

In Fig. 4 the weighted harmonic mean of precision and
recall (also known as the F-score) is given per annotated

Video Dyn. Mult. Model Static Approach
Precision Fall-out Precision Fall-out

1 0,45 0,12 0,14 0,80
2 0,23 0,12 0,22 0,29
3 0,58 0,07 0,33 0,24
4 0,33 0,10 0,20 0,23
5 0,39 0,16 0,31 0,23
6 0,72 0,07 0,47 0,20
7 0,68 0,03 0,49 0,08
8 0,24 0,09 0,18 0,18
9 0,83 0,07 0,73 0,18
10 0,52 0,37 0,52 0,37
11 0,16 0,34 0,14 0,42
12 0,18 0,18 0,12 0,18
13 0,45 0,55 0,45 0,55
14 0,30 0,45 0,22 0,69
15 0,22 0,13 0,09 0,43
16 0,27 0,17 0,20 0,26
17 0,21 0,69 0,21 0,69
18 0,37 0,10 0,20 0,32
19 0,33 0,15 0,15 0,42
20 0,22 0,51 0,15 0,53
Avg 0,38 0,22 0,28 0,36

Table 3: Precision and Fall-out rate for videos used
for testing.

Figure 4: The Weighted harmonic mean of precision
and recall is given per video.

video. On average, the dynamic multiple model approach
outperforms the static approach. For two videos, the static
approach leads to a better F-score. Recall is weighted twice
as much as precision in this measurement.

4.3 Scene classification
We present the idea and usage of skin graphs. The skin

graph shows the peaks related to the skin pixels detected
per frame. Figure 5 shows the skin graph for an evaluated
video. Per frame the number of detected skin is shown. For
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peaks in this graph, we extract according frames which are
shown in Figure 5 above the graph. This leads to a scene
classification which could be used for the final videos clas-
sification and categorization done by humans. Presence of
strong skin peaks in a video could be marked for manual
classification. Probably merged with other keyframe extrac-
tion algorithms, these keyframes give a hint towards the
nature of a specific video for a final human classification for
conspicuous video clips.

Figure 5: Number of detected skin-color pixels per
frame. For large changes in the graph, we extract
a keyframe giving a compact representation of the
video clip. (Source: www.youtube.com

5. CONCLUSION
The changing environmental conditions and person spe-

cific property of skin-color make the precise classification
a challenge for static skin color models. We used face de-
tector to dynamically adapt skin color model and use it to
significantly reduce the number of false positive detection.
Multiple independent models are used. The runtime is real-
time and can be carried out in parallel. The extraction of
keyframes based on peaks in the skin-color detection give
a compact video representation which can be used for final
human video classification.
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