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Abstract Skin detection in visual data cannot be solved by
analyzing the low level image features only: In an extensive
online experiment we are able to show that even humans
are not able to detect skin color reliably without knowing
the context of their perception. To compensate for this ma-
Jjor drawback of many approaches, we combine a state of
the art recognition algorithm with color model based skin
detection. Detected faces in videos are the basis for adap-
tive skin color models, which are propagated throughout the
video, providing a more precise and accurate model in its
recognition performance than pure color based approaches.
The approach is able to run in real-time and does not need
prior data-specific training. We received challenging online
videos from an online service provider and use additional
videos from public web platforms covering a grand variety
of different skin colors, illumination circumstances, image
quality and difficulty levels. In an extensive evaluation we
estimated the best performing parameters and decided on
the best model propagation techniques. We show that adap-
tive model propagation outperforms static low level detec-
tion.

1 Introduction

User generated content became very popular in the last
decade. With the international success of several Web 2.0
websites (platforms that concentrate on the interaction as-
pect of the internet) the amount of publicly available content
from private sources is growing rapidly. One of the visible
trends is that the number of videos that are being uploaded
every day is way beyond the means of the operating compa-
nies that are in charge to classify the content properly.

The mostly used approach to content blocking on the in-
ternet is based on contextual keyword pattern matching tech-
nology that categorizes URLs by means of checking con-
texts of web pages or video names and then traps the web-
sites [18]. This does not hold true for websites which allow
uploading videos like e.g. YouTube and MSN Video be-
cause the uploaded videos do not explicitly need to report
(valid) keywords for the content. Due to no reliable auto-
mated process is available the platforms rely on their user
community. This method is rather slow and does not guar-
antee that inappropriate videos are blocked from the begin-
ning.

Therefore, an automated method to categorize videos
based on skin color will help the service providers to gain
more information about the videos’ content as soon as they
have been uploaded to the platform.

Skin color detection is also used as a preliminary step
in a broad range of computer vision tasks, including ges-
ture analysis, tracking, or content-based image retrieval sys-
tems [9]. We evaluate a fast and straightforward adaptive
skin detection method for videos. We adapt our decision
rules upon a first step of face detection using the well known
approach from Viola et al. [32]. We propose a method which
takes high advantage of the temporal relationship between
frames in an image sequence and deals well with time de-
pendent illumination changes.

There are other approaches that rely upon a successful
face detection for skin classification e.g. [20, 34]. For a fast
classification technique for low quality videos using mul-
tiple models at one time [17] we extend their propagation
model and add trainable parameters to the framework. Ad-
ditionally, we use different color spaces which are combined
using voting. It can be carried out as real-time classifica-
tion of the video and may therefore be highly useful for
an automated pre-selection and classification for large video
databases.

Further, we deal with multiple models at one time. Per
detected face, one new decision model is applied and broad-
ens our classification knowledge about the scene and possi-
ble skin which might appear in the video. Additionally, we
vote between multiple color spaces.

The main drawback of using static color decisions is the
high number of false positive detections [27]. The multiple
model approach can reduce this number dramatically which
is shown in an extensive evaluation.

We suggest a method for extracting meaningful key
frames from the videos for the possible task of filtering adult
content in the video. Based on the results of the skin cover-
age graph we are able to extract the meaningful frames for
further manual classification. Our algorithm even generates
an output that groups frames with the similar amount of skin
together. This allows easier post processing of the video and
data.

In the following Section 2 we describe the state of the
art in low level skin detection and its adaption towards time-
varying color circumstances and video segmentation. Sec-
tion 3 describes the multiple model approach for fast skin
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detection. The experiments and results are outlined in Sec-
tion 4. A conclusion is given in Section 5.

2 Related Work

The main goal of skin color detection or classification for
skin contents filtering is to build a decision rule that will
discriminate between skin and non-skin pixels. There are
different ways to classify skin by color in frames of videos.
They can be grouped into three types of skin modeling:
parametric, nonparametric and explicit skin cluster defini-
tion methods. The parametric models use a Gaussian color
distribution since they assume that skin can be modeled by
a Gaussian probability density function [14]. The second
approach, nonparametric methods, estimate the skin color
from the histogram that is generated by the used training
data [15].

An easy and most often used method is the definition
of classifiers that build upon the approach of skin cluster-
ing. This thresholding of different color space coordinates is
used in many approaches, e.g. [23] and explicitly defines the
boundaries of the skin clusters in a given color space. The
underlying hypothesis here is that skin pixels have similar
color coordinates in the chosen color space, which means
that skin pixel are found within a given set of boundaries
in a color space. The main drawback of this method is not
the resulting true positives, but a comparably high number
of false detections [16]. We are able to compensate for this
issue in our approach by using a multiple adaptive model
approach.

Color is a low level feature [37]. It is broadly used
for real-time object characterization, detection and localiza-
tion [18]. Following Kakumanu et al. [16] the major diffi-
culties in skin color detection are caused by various effects:

Hllumination circumstances: Any change in the lighting
of a scene changes color and intensity of a surface’s color
and therefore changes the skin color present in the image.
This is known as the color constancy problem and is the
most challenging one in detecting skin detection. There have
been different approaches [33] to overcome this problem.
We use our own approach to make sure that we deal with
different illumination properly.

Camera characteristics: The color distribution of a pic-
ture is highly dependent on the sensitivity and the internal
parameters of the capture device.

Ethnicity: The great variety of skin color from person
to person and between ethnic groups challenges the classifi-
cation approaches. There are different techniques available
that try to minimize this problem. We apply some of them
into our algorithm to work around this problem.

Individual characteristics: Age, sex and body parts affect
the skin color appearance. Detecting context (such as face or
other body parts) helps to overcome some of these problems.

Other factors: Makeup, hairstyle, glasses, sweat, back-
ground colors, and motion influence the skin color. Context
is also very important here. Detecting faces and classify-
ing the content of the face as skin helps to overcome these
problems.

Regarding user-generated video content, we face addi-

tional problems:

Video resolution of 640x360 pixel and below: The video
material is often shot by amateurs with mobile devices or
cheap cameras that operate at the resolution of 1 mega
pixel or below. Online portals restrict the resolution of
their videos to minimize their server load and bandwidth.
YouTube, for example, recommends are resolution of
640x360 for 16:9 or 480x360 for 4:3!. This can be seen as
the limit that is provided by the platform but does not mean
that the quality that is uploaded by the users is at that level.

Amount of noise: Capture devices with low aperture like
mobile phones and web cams produce a higher amounts of
noise than professional devices that are properly equipped.
This is especially present in scenes with low illumination
and contrast. Further, these cameras most often are not
equipped with additional lights and therefore tend to pro-
duce dark videos to begin with. Additionally, many videos
are compressed several times in the work flow of user-
generated video publishing. YouTube recommends to up-
load already pre-compressed videos to their platform! but
does another compression step automatically after the video
has been uploaded to the portal.

Amount of data: Dealing with the typical amount of data
that has to be processed by a video platform (YouTube al-
lows uploads of files up to 1 GB') the runtime of the algo-
rithm should be real-time or faster to be of use for this task.

No presumptions: In many tasks of computer vision, cer-
tain presumptions of the appearance of skin or scene cir-
cumstances can be made. Online users upload anything they
want, nothing about the content can be assumed.

An approach for detecting skin in this kind of content has
therefore to be fast, reliable and needs to be stable against
noise and artifacts caused by compression. Additionally, it
must be very flexible against varying lighting conditions.

2.1 SKin color

To model and classify skin color properly the choice of
the appropriate color space is crucial. Yang et al. [36]
observed that during skin detection the intensity is more
likely to change than chrominance. Therefore, most of the
approaches disregard the intensity information in their de-
tection process. Additionally they showed that clusters in
normalized RG B are an appropriate model for skin color
and therefore many successful approaches rely on this color
space e.g. [25, 2, 3]. Still, the normalized RG B color space
suffers from instability with dark colors.

Color spaces like the H S family model the RG B cube
onto a transformed color space by following perceptual fea-
tures. The Hue component gives the perceptive idea of a
color as humans are able to define the hue value as the tone
of the color. The Saturation gives a perceptual measure of
the colorfulness. The H.S* color spaces are known to be
invariant to illumination change. This property is helpful
in the process of skin detection and that is why they are
often used to detect skin in images. Examples are found
in[2, 8, 9].

Orthogonal color spaces like Y C,C., YC,C,., YIQ,
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Figure 1: Example frames from the video dataset used.

YUV, Y ES try to form as independent components as pos-
sible. Y'C,C. is one of the most successful approaches for
skin-detection and used by e.g. [35, 26].

According to [12, 13, 1] a single color space may limit
the performance of the skin color filter and that better per-
formance can be achieved using two or more color spaces.
Using the most distinct invariant color coordinates of dif-
ferent color spaces increases the performance under certain
conditions. The combination of different color spaces elim-
inates also a lot of the false positives since the combination
stabilizes the area that is used for skin detection.

2.2 SKkin detection

In many approaches pixel level skin detection is used as one
of the first step for a successful face detection. Among oth-
ers [9, 4, 35, 26, 36] use the detection of skin color for the es-
timated position of the faces and further face detection, face
recognition and gesture tracking. This is a valuable assump-
tion since the human face is most of the time not completely
covered and at least some skin is visible.

Viola et al. [32] introduced a very successful and sta-
ble face detection algorithm based on their “integral image”,
Haar-like features and a cascade structure that applies more
specialized filters as the cascade is walked. The algorithm
is applicable in real-time (see Section 3). The performance
and simplicity of the face detector inspired several authors
for using this approach as an initial step for further skin
color estimation [20, 34]. In contrary to our approach they
use more sophisticated classifiers, which rely on different
assumptions and just one model at a time.

Skin detection under varying illumination in image se-
quences is addressed in [27, 36, 28, 33]. Some of these ap-
proaches try to map the illuminance of the image into a com-
mon range. They want to compensate the variance in the im-
age’s illuminance to make sure that skin in all the different
images expose the same illumination and tone. These meth-
ods work under certain conditions but also fail completely
under others, like e.g. the color of the skin is reproduced
with a bluish tone.

Neural networks [19], Bayesian Networks e.g. [25],
Gaussian classifiers e.g. [15] or self organizing maps
(SOM) [2] are high level classifiers that try to overcome
some of the issues of low level classifier and try increase the
classification accuracy. These methods have often the issue
of being to slow for real-time classification and therefore
are not suitable for high speed classification as required in
the described scenarios.

3 Method

We address the problem of changing light conditions, dif-
ferent skin colors and varying image quality in videos in
adapting the skin color model according to reliably detected
faces. Prior to any detected face, the combination of the
static Y CyC,., normalized RG B and RG B skin model (see
Section 3.3) is applied for skin detection. These three color
spaces are used in a combination and if two of them vote
for a pixel to be skin it is classified as such. This has been
evaluated and found to be more robust than only using one
of the three color spaces. Since there are videos where no
face is visible this ”voting algorithm” is used for the whole
video.

Due to its real-time performance, Khan et al. [17] use
the Viola et al. [32] face detector for parameters cue in their
model propagation. Wimmer et al. [34] point out that the
performance of this detection algorithm allows a precise and
reliable estimation of the skin color. Any detected face in-
troduces a new skin color model, which allows to detect skin
of different color and under different light conditions.

3.1 Skin sample localization through face detection

Viola-Jones [32] describe a face detection algorithm that
uses three new contributions to detect faces without the us-
age of the color in an image.

X.¥)

Figure 2: The integral image that is computed for the pixel at the
coordinate x and y. [32]

The first contribution is a new image representation that
they call “integral image” (see Figure 2). The idea of the in-
tegral image was motivated by the work of Papageorgiou et
al. [22] because they suggest in their work not to directly use
the intensities of the image when doing object detection. In-
stead, Viola-Jones use a set of features, which are similar to
Haar basis functions but also extend them to complexer fea-
tures that can not be modeled with the Haar basis functions
only. The integral image was introduced to model these fea-
tures very rapidly at many scales. It is very similar to the
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summed area tables, which are used by some algorithms in
computer graphics to do proper texture mapping [6]. Com-
puting the integral image is done with only a few operations

per pixel:
ii(zy) = Y

z'<z,y'<y

i(2',y) QY

where ii(xz,y) is the integral image and i(z’,y’) is the
original image (see Figure 2). By using the following pair
of recursions:

s(w,y) = s(z,y — 1) +i(x,y) (2)
ii(z,y) = ii(z — Ly) + s(z,y) 3)

(where s(z,y) is the cumulative row sum, s(z, —1) = 0
and ii(—1,y) = 0) the integral image can be computed in
one pass over the original image.

Once the integral image is computed the Haar-like fea-
tures can be evaluated in constant time.

The second contribution of the Viola-Jones’ work is to
construct a classifier that selects only a small subset of im-
portant features by using Ada-Boost [7]. To make the learn-
ing algorithm fast a large number of available features need
to be ignored, since within any tested sub-window (repre-
sents a part of the whole image) the total number of Haar-
like features is larger than the actual number of pixels in that
part of the image. It is important that the learning algorithm
focuses only on a small subset of critical features. The Ada-
Boost learner is modified so that each returned weak classi-
fier can depend on only one single feature. This modification
is based on the work of Tieu and Viola [29]. As a result each
stage of the boosting process that selects a new weak classi-
fier can be seen as a feature selection process. The benefit of
Ada-Boost is that it provides an effective learning algorithm
and is also very strong on generalization performance [21].
That is why it is has been selected as learning algorithm for
the face detector.

The third major contribution is a method for chaining
more complex classifiers in a cascade structure, which dra-
matically increases the performance of the detector by only
focusing on promising regions of the image. The main
idea is to assume that a simple classifier is often able
to detect whether an image contains an object of interest
faster [30, 24, 11]. These promising regions are then the
target of a more sophisticated processing. The image is split
in a recursive way, where a more sophisticated classifier is
then applied to each one of the regions. The regions that
may contain interesting information are used for further pro-
cessing. The key measure for this approach is the calcula-
tion of the “false negative” rate, while walking the cascade
structure. In that case all, or most of the important object
instances, are selected by the filter process.

Large frames tend to slow down the classifier. If a frame
exceeds are certain size it is resized to speed up the face
detection. We are also only using each second frame of the
video (if the video frame rate is above a certain threshold) to
speed up the face detection and later skin detection.

From time to time certain parts of the video are detected
as face despite being one. This might happen since certain
parts of the image, due to compression and artifacts, look

like faces to the algorithm. This problem is overcome by
the face tracking algorithm. If a face’s detection time span
is under a certain time threshold it is discarded as noise and
not used for the skin detection at all. The evaluation (see
Section 4) helped us to find a threshold that is around 30-40
frames for the videos in our dataset. With that threshold all
of the noise got eliminated. The algorithm also, from time
to time, detects a bigger area as face as the one that is found
in the ground truth. This behavior might be caused by the
compression and only rests for a few frames. To avoid that
a mechanism has been put in place that detects this behavior
and resizes the rectangle properly.

3.2 Color Space for Skin Color Tracking

Choosing a color space that is relatively invariant to minor
illuminance changes is crucial to any skin color tracking sys-
tem. The transformation simplicity and explicit separation
of luminance and chrominance components makes Y C},C).
attractive for skin color modeling [31]. Y C,C, is an en-
coded nonlinear RG B signal, commonly used by European
television studios and for image compression work, such
as JPEG (Joint Photographic Experts Group) and MPEG
(Moving Picture Experts Group). Color is represented by
luma which represents the luminance and computed from
the nonlinear RG B. It is constructed as a weighted sum of
the RGB values, and two color difference values C, and C,.
that are formed by subtracting luma from RG B red and blue
components. For 24 bit color depth, the following values ap-

ply:

Y =(0.299* (R—G))+ G+ (0.114 % (B - G))
Cy =(0.564 % (B —Y)) 4 128
C,=(0.713% (R —Y)) + 128

The favorable property of this color space for skin color
detection is the stable separation of luminance, chromi-
nance, and its fast conversion from RGB. These points
makes it suitable for our real-time skin detection scenarios.

3.3 Introducing a new face as model

There are two ways of introducing a face as a model. This
depends on the preferences of the algorithm:

e One Pass Skin Detection: We rely on a very simple
tracker and confidence check for reasons of the runtime
of the algorithm: For every given detected area A,, in the
frame number n is regarded as a new and trustful face if

(An N Anfl) A (An N An+3) > 0.5 (4)

The parameters n+3 and 0.5 are chosen after the parame-
ter training. This condition suppresses every background
detection in the test set given in Section 4 as they tend to
“flicker” through the scene. No true face is disregarded.

Once the face is lost the model is still applied, unless a
new face is found. The idea behind this approach is that
in subsequent frames the face detector may fail to detect a
face, because of occlusion, face rotation etc. This simple
approach works perfectly for practical purposes.



e Two Pass Skin Detection: The second approach runs
through the video twice. During the first run the faces
in the video are detected. Faces that are found in a frame
are tracked through the video to make sure that "flicker-
ing” is avoided. In a second run the detected faces are
used as models for the skin detection algorithm. Since all
the faces have been detected during the first run sophis-
ticated modeling approaches might be taken into account
or the faces might be merged depending on the approach
that is used and the speed that should be achieved.

The main assumption of this approach is that a detected
face contains a certain amount of skin color and is the base
for a new model. The Viola-Jones face detection system
returns detected faces as a square that contains the face. The
square is arranged in such a way that it covers hair and parts
of the background to the left and right region of face.

The key problem here is to remove the hair and back-
ground information from the returned face, so that a simple
means for the updated model can be computed in order to
account for the real-time performance. We chose the simple
rule of truncating the square to make sure that only the skin
area of the face is returned. It effectively returns the face
area, removing hair and side background: the area returned
only contains the face region and predominantly skin pixels.

3.4 Adaptive skin color modeling

At the starting frame of a video we use the static range for
skin detection. After a face has been detected its color is
examined: The range for the C}, and C,. components (of the
Y CyC, color space) are used to generate a newly adapted
range model. The Y component is ignored since it encodes
only the luminance.

We use every detected face in each frame to adapt our
model continuously as the lighting in the scene changes or a
new face, which might mean a new kind skin-color, is intro-
duced to the sequence.

We do not use the original C, and C). ranges that has been
found in the face but rather generate the average values for
each of them. The possible ranges are estimated by using a
“clamping” value for each of the two channels. This is done
since the face usually still contains certain parts that are not
skin, such as possible open eyes, mouth, eye brows etc. The
clamping values are percentage values of the static ranges
for the (', and C,. channels that have been published in sev-
eral times [5]. We model the adapted skin color as a range
by starting from the detected average and expanding it by the
percentages defined in the clamping. In other words we take
the static and general assumption and narrow it down by the
average skin color and a reasonable clamping variance.

If we are not able to detect a face in the frame/video the
static values are used for detection of skin.

3.5 Multiple Models

A separate model is used for each separate face. For exam-
ple if there are three people in the frame, and three faces
detected, a separate model is maintained for each face and
the skin that is detected is based on one of these models.
This approach solves the problem of multiple people with
different skin tones.
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4 Experiments

Our experiments include evaluation of different parameters
for ’clamping”, evaluation of a set of color spaces and an
online poll to understand how people classify skin. All the
videos used in the experiments have been annotated by hand
to have a valid ground truth that we can evaluate the videos
against.

The results have been evaluated per pixel using four cat-
egories: True Positive are pixels classified as skin in the
ground truth and by the algorithm. True Negatives are not
classified as skin in the ground truth and by the algorithm.
False Positive are not skin in the ground truth but detected
by the algorithm. We encounter False Negatives when pixel
are classified as skin in the ground truth but not by the algo-
rithm.
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Figure 3: Classification screen shot: White represents true nega-
tives, green is true positives, blue is false positive and red is false
negative

Figure 3 shows one frame with these four categories
marked in different colors. With these numbers, calculated
for each frame and each video, the two ratios ”Precision”
and ”Recall” have been calculated:

tpcount

Precision = @)
tpcount + fpcount

tpcount

Recall = (6)

tpcount + fncount
4.1 Skin classification by humans

To better understand the importance of context for humans
when classifying something as skin we did an online poll
where we asked people to rate pieces of images as whether
they contain skin. To make sure a lot of people were reached
a link to the poll was published in several forums where
we knew that there is a board distribution of people com-
ing from different regions of the world. In total we got 403
people participating who rated 18338 fragments.

The poll consisted of a set of random frames from the
various videos in our dataset. These frames were then cut
into very small pieces/windows (see Figure 4). Each person
who participated got presented with a set of pieces (one by
one and selected in a random manner) and asked whether or
not that piece contained skin and how much skin was visible.

The results clearly pointed out that humans are somehow
clueless whether or not something is skin without having a
valid context. Without context people tend to fall back to
only use color to understand whether something is skin and
therefore in some scenarios, e.g. sand, fail completely (see
Figure 5).
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Figure 4: Images where cut into small pieces (windows) to remove
the context.

Figure 5: Humans do not classify skin properly without context.
The darker the red the more people thought it is skin.

4.2 Performance evaluation

The dataset that was used is a set of 25 videos. Half of it
have been downloaded from YouTube?. The other half has
been given by an external company that is in need for a skin
detection application for their online platform.

Most of the sequences also contain scenes with multiple
people and/or multiple visible body parts and scenes shot
both indoors and outdoors, with steady or moving camera.
The lighting varies from natural light to directional stage
lighting. Sequences contain shadows and minor occlusions.
Collected sequences vary in length from 100 frames to 500
frames. The videos are generally challenging as they contain
near skin color content as pink backgrounds, beaches, sand,
cork boards or similar which are detected as false positives
easily (see Figure 1).

For all of the videos has been generated ground truth.
We wanted to use Viper GT 3 but since it is only able to
mark simple polygons we switched to Macromedia Flash
because that allowed us to mark the skin in the video more
precisely. Flash allowed us to output a binary ground truth
video with a per pixel precision that was a lot easier to pro-
cess than using the XML that Viper GT would have pro-
duced for us. We used this approach for making the eval-
uation a simple pixel by pixel comparison between the dy-
namically updated model and ground truth data. In a sec-
ond step we also evaluated the static model with the ground
truth. Figure 6 shows a graph that compares the skin per-
centage that has been found by the algorithm in one video
with the ground truth that has been generated for that video.
During the generation of the ground truth it was made sure
that eye brows, open mouth and eyes were excluded if these
were distinguishable in the video. Sometimes, due to the
low resolution of the video it was not possible to exactly
mark some of these non-skin elements (see Figure 7).

2yww. youtube.com
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Figure 6: Graph showing the skin distribution percentage com-
pared with the ground truth data in one of the videos of our dataset.
This video has been run with face detection. For the C, clamping
has been used 30% and for the C clambing 17.5%.
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Figure 7: Image frames showing the generated ground truth

4.3 Clamping parameter evaluation

We tested the algorithm against our dataset with various per-
centage values for Cj, and C) and got the best results by
using 30% for Cy and 17.5% for C,.. All parameters have
been evaluated with the two skin detection approaches (one
pass skin detection, two pass skin detection). The full set
of results for the one pass skin detection approach is found
in Figure 8 and the results for the two pass skin detection
are found in Figure 9. The results show that the one pass
skin detection algorithm performs very similar to the one
that needs two passes. The results are very similar because
the largest amount of variation in lighting is only encoded
in the Y component of the selected Y C},C). color space and
therefore does not influence the C, or C,. components.

4.4 Evaluation of color spaces

To get a broad overview of the static approach by using
various fixed ranges for color spaces we processed all the
videos in the dataset also by using the HSI, NRGB, RGB
and Y C,C,. color spaces. The static ranges for these color
spaces are available in various papers, such as [5, 10]. The
results are found in Figure 10 and it shows that the usage
of a combination of color spaces results in a more robust
detection than only using a single color space.
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Figure 8: The average dataset results by using various clamping
values for C and C,. and with the one pass skin detection algo-
rithm.
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Figure 9: The average dataset results by using different clambing
values for C and C, and with the two pass skin detection algo-
rithm.

5 Conclusion

The results of the online poll show that even humans are
not able to reliably classify skin color when there is no con-
text involved. People tend to randomly guess upon the color
whether or not something is skin. We argue that this also
holds for low level detection approaches, which are not able
to handle this drawback and therefore some context, like the
one that is introduced with face detection or other object de-
tection methods, needs to be in place to overcome some of
these issues.

By using a combination of color spaces and an adaptive
multiple model approach to dynamically adapt skin color
decision rules we are able to significantly reduce the num-
ber of false positive detection and the classification results
become more reliable. The runtime of the algorithm is
still real-time and can be carried out in parallel because the
frames are independent of each other.
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