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Abstract—Writer identification determines the writer of one
document among a number of known writers where at least
one sample is known. Writer retrieval searches all documents
of one particular writer by creating a ranking of the similarity
of the handwriting in a dataset. This paper presents a method
for writer retrieval and writer identification using local features
and therefore the proposed method is not dependent on a
binarization step. First the local features of the image are
calculated and with the help of a predefined codebook an occur-
rence histogram can be created. This histogram is compared to
determine the identity of the writer or the similarity of other
handwritten documents.

The proposed method has been evaluated on two datasets,
namely the IAM dataset which contains 650 writers and the
TrigraphSlant dataset which contains 47 writers. Experiments
have shown that it can keep up with previous writer identifi-
cation approaches. Regarding writer retrieval it outperforms
previous methods.
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I. INTRODUCTION

The objective of writer identification is to determine the
writer of a handwritten text among a number of known
writers. A database of specific features for each writer has
to be built up in advance and when identifying a new text
features are calculated and compared to the ones stored in
the database. The writer of the document in the database
with the highest similarity is then assigned as writer for the
new text. In contrast to this writer retrieval addresses the
problem to obtain all documents of one writer out of a set
of documents. Therefore a ranking of pages according to the
similarity of the handwritings to the writing of a query page
is generated. This task can be used for example to retrieve
all documents of one writer out of an archive.

Currently the methods for writer identification can be
divided into two approaches: the first approach analyzes
the characters themselves and the second approach uses
textural features of the handwriting. In forensics the writer
identification is done by analyzing the style of the characters.
For this analysis it is necessary that the foreground has
to be seperated from the background in the images, which
makes the results of the writer identification dependent of
the binarization algorithm. Additional these algorithms have
problems with faded out or blurred ink. When using textural
features for writer identification no separation of foreground

is necessary, thus making it independent of a binarization
step. The drawback is that more text is needed for the
identification.

Brink et al. [1] examined writer identification algorithms
to show how much handwritten text is needed for an iden-
tification. They showed that when using string features 100
characters are sufficient, when using less powerful features
a minimum of 200 characters are required.

This paper presents an approach based on textural features
for writer retrieval, which can also be used for writer
identification. First local features are calculated on the input
image. Afterwards a histogram is generated using the bag of
words approach. This histogram can then be used to either
identify the writer or get the documents of one particular
writer.

This paper is organized as follows: Section II gives a
brief description of the current state of the art. In Section
III the methodology of this approach is described. Section
IV presents the experiments and the results. Finally, a short
conclusion is given in Section V.

II. RELATED WORK

Writer identification methods can be divided into two
main approaches. On the one hand methods that use features
which are based on the characters and on the other hand
algorithms which use textural features. If the features are
calculated on the characters the image needs to be segmented
first. Marti et al. [2] are using features extracted from the
handwritten lines of text. These features comprise width,
slant, and the three heights of the writing zones (descender
height, ascender height, and the height of the writing itself).
Using a neural network as classifier a recognition rate of 90.9
% is achieved. Hertel et al. [3] introduced new features like
connected components, enclosed region and the lower and
upper contour of the writing. In an experiment a recognition
rate of 99.6% is shown.

Bulacu et al. [4] used the contour-hinge, the writer-
specific grapheme emission and the run-length for writer
identification. They achieved a result of 89 % using k−NN
for classification.

Schlapbach et al. [5] applied a Hidden Markov Model
(HMM) based recognizer for the writer identification. For
each writer a HMM is trained and the system returns the



identity of the text with the highest ranked score. When
using the 6 nearest neighbors an identification rate of 97 %
is reached.

Tan et al. [6] proposed a method to estimate statistical
distributions of character prototypes on an alphabet basis.
These distributions model the unique handwriting styles of
the writers. With a Fuzzy C-Means approach for classifica-
tion an identification rate of 96.7% is achieved.

Hiremath et al. [7] presented a binarization free approach.
The writing is assumed as texture image and thus the
writer identification is a texture classification. In the subband
images of the wavelet transform co-occurrence matrices are
computed. This is done for 8 directions. When dealing with
30 writers at a time the classification accuracy is 88%. Du
et al. [8] proposed a method using wavelet domain local
binary pattern features for writer identification of chinese
handwriting. On a database with 50 writers an identification
rate of 90% is achieved when using a hitlist of size 4.

For writer retrieval Atanasiu et al. [10] proposed a method
using 10 perceptual features from script orientation. They
evaluated the efficiency of each feature for the task of writer
retrieval. When using several features and choosing the best
one for each query document all documents of a writer are
retrieved by selecting 70% of the database documents.

The Document Image Binarization Contest [11] showed
that the binarization of documents is still a challenging task.
An incorrect binarization leads to wrong features at character
level, thus a method without this step is proposed.

III. METHODOLOGY

The proposed method also assumes that the writing is a
texture image, thus a binarization step is not necessary. The
benefit is that the writer identification or writer retrieval does
not depend on a binarization algorithm. The two methods
are presented in Figure 1. The task of writer identification
is illustrated in Figure 1 a), whereas the challenge of writer
retrieval is showed in Figure 1 b). For the writer retrieval the
features of all documents in the dataset have to be generated
and the query document has to be compared with every
document in the dataset and the χ2 distance between the
two histograms is used as similarity measure. The output is
a ranking of the similarity of the documents in the dataset.
For the writer identification a database of documents where
the writer is known has to be created. To classify a new
document it is compared to all documents stored in the
database and the writer of the document with the smallest
distance is assigned as writer for the new document. Both
methods have in common that a codebook based on bag of
words [12] has to be generated. This is done by calculating
the Scale Invariant Feature Transform (SIFT) features [13]
on a various pages of handwriting. These features are then
clustered using k-means and the cluster centers form the
codebook. The different steps for both methods are now
described in more detail.

b)

a)

Figure 1. a) illustrates the task of writer identification. A new document is
compared with all documents in the database and the result is the identity of
the writer with the smallest difference. b) shows the task of writer retrieval.
A new document is compared with all documents and a ranking of the
similarity of the handwriting is generated.

A. Writer Retrieval

For the writer retrieval the SIFT features have to be
calculated on the normalized images. The features for one
image are then compared with the cluster centers. The most
similar cluster center according to the euclidean distance
is searched. With the occurrences of the cluster centers a
histogram for each image is built up. These steps can either
be calculated in advance or just in time. For the experiments
300 cluster centers are used, which are determined empir-
ically. Figure 2 shows the generation of the histogram on
two sample images of two different writers.

a) b) c)

Figure 2. a) two words of a sample page by two different writers b) the
calculated SIFT features c) a sample histogram with 8 bins of occurrences
of the cluster centers.

When searching the documents with the most similar
handwriting for a new image the histogram as described
above is calculated for this image. Afterwards it is compared
with each histogram of the documents in the dataset. This



comparison is done using the χ2- distance since experiments
have shown that it lead to the best results in comparison with
the euclidean and earth movers distance. The distances can
then be sorted and a ranking for the similarity is created.

B. Writer Identification

For a writer identification task the writers have to be
known in advance. For each writer at least one document
is taken to form a database. For all documents in the
database the SIFT features are calculated and the histogram
of occurrences of the cluster centers in the codebook is
created. For the experiments also 300 cluster centers are
used, which were also determined empirically.

When searching for the identity of a writer again the his-
togram is built up and compared to the ones in the database.
For this comparison also the χ2-distance is used since it
performed the best. Using a nearest neighbor classification
the identity of the writer can be determined.

IV. EXPERIMENTS AND RESULTS

For the experiments two datasets were used. The first
dataset is the IAM dataset by Marti and Bunke [14]. It
contains the handwriting of 657 different people and each
person has written up to 59 pages (the average is 2.3 pages,
356 writers have only one document) in English. In total the
dataset has 1539 images. Figure 3 shows one sample image
of the IAM datset.

The second dataset is the TrigraphSlant dataset by Brink et
al. [15] which consists of 188 scanned images of handwritten
pages written by 47 writers. The writers have written four
pages in Dutch each: two with the natural handwriting and
the other two with the maximal slant of the handwriting
to the left respectively to the right, so for our experiments
only the two pages with the natural handwriting are taken
into account. Figure 4 shows one sample image of the
TrigraphSlant dataset.

For the writer retrieval and writer identification a code-
book has to be generated. In our experiments the codebook
is always created with all features of the dataset which is
not used to ensure independence between the codebook and
the test dataset. When the codebook is created with the
TrigraphSlant dataset also the pages with the unnatural slant
are taken into account.

A. Experiments and Results for Writer Retrieval

First experiments for the writer retrieval have been carried
out. For each document a ranking of the most similar
documents is created. To evaluate a query document the
rankings of all other documents in the dataset are generated.
Afterwards it is checked whether the first N documents of
the ranking are written by the same person as the query
document. The number of documents which are checked
depends on the number of documents in the dataset from the
particular writer of the query document. If e.g. 10 documents

Figure 3. One sample image of the IAM dataset.

Figure 4. One sample image of the TrigraphSlant dataset.

of a specified writer exist in the dataset, the writer of the
first 9 documents in the ranking are compared to the one of
the query document. If a writer has only one document in
the dataset, this document is skipped as query document but
the document remains in the dataset for the other tests.

This means that for the TrigraphSlant database where
every writer has 2 documents in natural slant for each doc-
ument only the first document in the ranking is considered,
so for the complete dataset 94 documents in the rankings
are checked if they are correct. Since in the IAM dataset
the number of pages per writer is not equally distributed, in
total 8102 documents in the rankings are checked.

The first experiment is on the IAM dataset. Each docu-
ment is used as query document and as described above the
number of correct ranked documents is evaluated. The result
of this experiment is 93.1%, this means that 7543 documents
are correctly in the first neighbors, leaving 559 documents
in the ranking which are more similar to the query document



then other documents of the particular writer. Figure 5 shows
the ranking of 99 sample images of the IAM dataset. The
query document is written by Writer 1 and it can be seen that
the distance of the other documents of writer 1 has a smaller
distance than to the other writers and that the documents of
the other writers form clusters.
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Figure 5. Ranking of 99 sample images when compared to one document
of writer 1.

The second experiment is carried out using the Trigraph-
Slant database. For each document the ranking is created and
it is evaluated if the other document of the writer is ranked
at the first place. The result of this experiment is 98.9%
which means that for one document the second document
of the same writer has not been found.

The last experiment for writer retrieval is a comparison
to the results of Atanasiu et al. [10] who are also using the
IAM dataset. For every writer, which has more than one
document in the dataset, a query document is chosen. The
query documents are compared to all other documents in
the dataset and with a nearest neighbor classification the
other documents of the writers are found. Figure 6 shows
the comparison of the two methods. The ordinate shows the
percent of the retrieved documents for all the writers of the
query documents. The abscissa shows the top-N which were
taken into account. The dotted red line is the “upper limit”
of Atanasiu et al. [10] which means that for each query
document the best feature is chosen whereas the solid blue
line is their best overall feature. The solid red line shows
the performance of the proposed method. Since one writer
has 59 documents in the dataset, 100% can be achieved not
until 58 neighbors are regarded (vertical dashed line). At this
point the proposed methods has a retrieval rate of 97.2%.

B. Experiments and Results for Writer Identification

For the experiments for the writer identification a database
of known writers have to be determined. In our experiment

proposed method

Figure 6. Comparison of the evaluation of the proposed method (dark red
line) and Atanasui et al. [10]. The dotted rot red line is the upper limit
of Atanasui et al. and the blue line is the best overall feature of Atanasui
et al. The y axis is the retrieval rate and the x axis shows the number
of neighbors which are taken into account. 100% retrieval rate cannot be
achieved until 58 neighbors are taken into account (vertical dashed line).

the first document of each writer in the dataset is taken.
For the classification a nearest neighbor classifier is used.
Figure 7 shows the identification rate regarding a different
amount of neighbors. For 300 cluster centers when only the
closest neighbor is taken the identification rate is 90.8%,
when regarding the top-5 the rate raises to 96.7% using a
soft criterion. When 10 neighbors are taken into account, the
identification rate is 97.5%.
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Figure 7. Writer identification rate of the IAM dataset. The y axis shows
the identification rate and the x axis shows the top-N used.

On the TrigraphSlant database also the first document of
the writer are taken for the database which leaves only one
query document for each writer. Using a nearest neighbor



classifier with regarding only one neighbor the identification
rate is 98.9%, which means that one document has not been
assigned to the correct writer. It is the same document as in
the experiment for writer retrieval.

V. CONCLUSION

A method for writer retrieval and writer identification
has been presented in this paper. The difference between
writer retrieval and writer identification is, that for the writer
identification a database of documents where the writer is
known has to be created and the algorithm assigns a writer to
an input document. For writer retrieval a ranking according
to the similarity of the handwriting of documents is created.
The approach presented uses SIFT features and bag of
words. First a codebook has to be generated and according
to this codebook a occurrence histogram of the cluster
centers of each image can be generated. These histograms
are than compared. For the writer retrieval the distance of
the histogram of the new image and all histograms in the
dataset are calculated using the χ2-distance and the ranking
is the corresponding distance.

For the writer identification first a dataset of documents
of known writers has to be created. The histogram of
occurrences of a new document is then compared to the
ones in the dataset, again, using the χ2-distance. With a
nearest neighbor classifier the identification of the writer can
be determined.

The advantage of this method is that the characters do
not have to be binarized. A bad binarization, which can
occur due to the faded out ink or due to low contrast of
old documents, will lead to wrong features when they are
calculated on character level.

Additional, since both the IAM dataset is in English and
the TrigraphSlant dataset is in Dutch it has been shown that
the proposed method is language invariant. The experiments
showed that the proposed method can keep up with previous
approaches for writer identification and outperforms previ-
ous work for writer retrieval.
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