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Abstract

This cumulative habilitation thesis gives a short introduction to the area of
my research in the last years as a member of the Institute of Computer Aided
Automation, Pattern Recognition and Image Processing Group at the Vienna
University of Technology. It is about Computer Vision in general, and it is
about 3D data acquisition and processing to achieve 3D reconstructions of
real objects and about developing specific techniques for scene analysis in
particular. The first part gives an introduction to related research. In a
first thematic approach a workflow from 3D data acquisition towards 3D vol-
ume reconstruction is given. The second thematic issue briefly covers object
recognition, whereas the third topic is on the consecutive steps from motion
detection in image sequences until scene interpretation and its evaluation.
Next, a short summary of a collection of seven representative publications
of my work carried out in these areas is given, followed by a discussion of
how they contribute to the further advancement of research. Moreover the
original contributions of each paper and of the cumulative thesis are pre-
sented. The second part consists of the seven papers themselves, where the
first four papers present 3D Vision techniques. The next two are concerned
with local features for object recognition and colorimetric features for color
constancy respectively. The final paper deals with a novel approach to repre-
sent chrominance information more suitable for robust background modelling
and shadow suppression.
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Chapter 1

Overview

Humans receive information about the world to a large extent through their

visual sense. Retinal sensors convey stimuli to the visual cortex, where the

visual perception is processed [36]. The first computers powerful enough to

carry out image processing tasks appeared in 1960. Since then machines

have been built to see, which lead to a wide range of techniques in the area

of computer vision. Nowadays computer vision is not solely a scientific topic

anymore, arts, hobbyists, especially a growing audience from those interested

in multimedia are increasingly evident.

In [104] L.G. Shapiro defines the goal of computer vision as to make useful

decisions about real physical objects and scenes based on sensed images.

Besides the quality of the algorithms, the overall effectiveness of a computer

vision system depends critically on acquired sensory data [40].

The topics in this thesis can be subdivided by the sensed data they rely

on (see Figure 1 for an illustration): 3D images represent 3D objects, which

allow us to consider a 3D volume as part of the entire 3D world. A 3D

representation is a transition of an object in the real 3D world to an object-

centered co-ordinate system, allowing the object descriptions to be viewer

independent [107]. A digital image is defined as a 2D image I[r, c] represented

by a discrete 2D array of intensities [104]. A sequence of images represents

how images change due to motion of objects, camera, or light source [103].

This habilitation thesis contributes to three aspects of the analysis and

processing of digitally sensed images:

• 3D object reconstruction: acquisition and processing of 3D data for 3D
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Figure 1: Sensing Images

reconstructions of real objects.

• Object recognition: investigation of local image descriptors and color

constancy for object identification

• Image sequence analysis: shadow suppression for robust moving object

detection.

This habilitation thesis is a collection of different papers, each describing

a recognition or reconstruction task for a specific type of application. The

areas of application are archaeology and visual surveillance. Let us first have

a closer look into 3D vision (Section 1.1) and then analyse different features

necessary for object recognition (Section 1.2). In Section 1.3 we describe

the consecutive steps from motion detection in image sequences until scene

interpretation. These last three sections provide a condense overview of

the research areas. The focus was put on those areas and topics which are

relevant to understand the papers in this thesis in a wider context. Section

1.4 summaries the papers, followed by a discussion on how they contribute to

the further advancement of research. Chapters 2 to 8 consist of the collected

papers themselves.
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1.1 3D object reconstruction

In order to quantitatively describe the relationship between 2D image struc-

tures and their corresponding real world structures, methods for extracting

3D information have to be investigated. According to Marr [86] we see 3D vi-

sion as a 3D object reconstruction task to describe 3D shape in a co-ordinate

system independent of the viewer. The shape of a 3D object is represented

by a 3D model. Two main classes of 3D models are identified [107]: volu-

metric models represent the “inside” of a 3D object explicitly, while surface

models use only object surfaces. Unlike 3D models, depth maps or range

images describe relative distances from the viewer of surfaces detected in the

scene [86]. For 3D object reconstruction the following three major steps, as

illustrated in Figure 2, are identified: (1) data acquisition, (2) range image

processing and (3) model reconstruction.

Figure 2: 3D Object Reconstruction

Data acquisition is the first and one of the most important tasks in

a chain of 3D reconstruction tasks, because the data quality of the sensed

images influences the quality of the final results [9]. El. Hakim specifies in [26]

the quality of data by a number of requirements: high geometric accuracy,

capturing all details, photo-realism, full automation, low cost, portability,

flexibility in applications, and efficiency in model size. The techniques that

aim to recover shape from intensity images are described by Shape from X

[107], in [11] F. Blais reviews the last 20 years of range sensor development.
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Each view acquired by a range sensor represents a portion of the object.

Multiple views of one the same object have to be combined to produce a

complete model of the object. The process of combining range data into

one single coordinate system is called range image registration [18]. The

approximate transformation between the views can be obtained either au-

tomatically by a calibrated robot or shifting unit or by the computation of

the rigid transformation that maps the data from one view into that from

another view. The most commonly used algorithm for registering is the

Iterative Closest Point (ICP) algorithm [10]. ICP iteratively improves the

registration of two overlapping surfaces by calculating the unique transfor-

mation that minimizes the mean square distances of the correspondences

between the two surfaces.

The final step model reconstruction refers to a surface fusion process,

which consists of multiple tasks like reducing large data sets, outliers removal,

surface triangulation, hole filling, etc. The goals are to minimize a global

registration error, caused by the propagation of noise from one surface patch

to the other and to preserve the topology of the original object.

With an increasing capability for rapidly acquiring large quantities of 3D

data, many existing algorithms face issues of computational complexity and

data representation, and need to be revisited. Hot topics in 3D Vision i.a.

deal with scene capture and self calibration [93, 5], 3D modeling under time-

varying motion, deformation, or illumination [20], 3D modeling from large

and complex data sets [95], or 3D view registration and recognition [100].

1.2 Object recognition

The ability to recognize objects in images forms an essential area of research

in computer vision. The primary goal of object recognition is the detection

and localization of arbitrary objects in an image [94]. Recognition generally

requires an exact object description in a form suitable for a classifier. A

primary difference between various approaches is the type of features used for

recognizing objects, see [110] for an overview. Based on the papers selected

for this habilitation thesis we briefly report on three of them:
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Shape for example is a carefully investigated object property [107], which

e.g. is described by global shape descriptors, geometric invariants, or edge

points. Problems are caused by improper object segmentation, object oc-

clusions, fragmented object boundaries or varying camera view-points. A

comparison of shape descriptors based on curvature-scale space, wavelets,

visual parts, Zernike moments, multilayer eigenvectors and directed acyclic

graphs is given in [74]. Recently, further advances were reported using a

hierarchical likelihood cut-off scheme [88], using the shape context approach

[8] to compare shapes based on the earth movers distance [78], and using

hierarchical deformable shapes, the so-called shape tree [28].

The application of local features in computer vision is manifold ranging

from object [30] and texture recognition [75] to robot localization [91], sym-

metry detection [79], wide baseline stereo matching [117], and object class

recognition [89]. In spite of their success and generality, these approaches are

limited by the distinctiveness of the features and the difficulty of appropriate

matching [30]. For a survey and evaluation on the performance of local fea-

tures in the context of their repeatability in the presence of rotation, scale,

illumination, blur and viewpoint changes refer to [90].

Color based object recognition belongs to appearance based methods,

which traditionally extract global features from the whole image [110]. A

common approach is the use of color histograms to compare color distri-

butions of the image [25]. If the light reflected by an object is measured

and used for object recognition, the object’s color drift due to illumination

changes has to be investigated [33]. Possible solutions are to apply a color

constancy algorithm [25] or define a measure that is invariant to changes of

the illuminant [37].

Current approaches are often tailored towards solving specific problems,

like recognizing pedestrians [76] or face recognition [73]. General solutions

need features that are invariant to image scaling, translation, and rotation,

and invariant to illumination changes and projective transformation [110].

Current state of the art e.g. addresses the problem of learning object models

from cluttered images [29], or training from a view images [116].
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1.3 Image sequence analysis

A sequence of images represents how images change due to motion of objects,

camera, or light source [103]. Figure 3 illustrates three steps necessary for

analysing an image sequence for scene interpretation. The first step motion

detection attempts to locate connected regions of pixels that represent the

moving objects within the scene; there are many ways to achieve this includ-

ing frame to frame differencing, background subtraction and motion analysis

(e.g. optical flow) techniques. Background subtraction methods [108, 39, 122]

store an estimate of the static scene, which can be accumulated over a pe-

riod of observation; this background model is subsequently applied to find

foreground (i.e. moving) regions that do not match the static scene. In Fig-

ure 3 (top image) black pixels indicate (moving) foreground and white pixels

indicate (static) background.

The subsequent process moving object tracking takes as input the re-

sult from the motion detection stage and commonly applies trajectory or

appearance analysis to predict, associate and update previously observed

objects in the current time step. Tracking algorithms have to deal with mo-

tion detection errors and complex object interactions e.g. merging, occlusion,

fragmentation, non-rigid motion, etc. For example the Kanade-Lucas-Tomasi

(KLT) feature tracker [105] combines a local feature selection criterion with

feature-based matching in adjacent frames; this method has the advantage

that objects can be tracked through partial occlusion when only a sub-set

of the features are visible. To improve the computational efficiency of the

tracker in [112] motion segmentation is not performed globally to detect the

objects. Instead, the features are used in conjunction with a rule based ap-

proach to find correspondences between connected foreground regions; in this

way the KLT tracker simultaneously solves the problems of data association

and tracking without assumption of a global motion for each object. For a

detailed overview on visual surveillance of object motion and a taxonomy

for object tracking methods see [38]. Figure 3 (center image) shows tracked

objects by their bounding boxes together with their trajectories.

The goal of an object recognition process for scene interpretation is

to identify at least the object category and at most the object category, size
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and precise spatial attributes (e.g. orientation, centroid etc). Model based

methods (e.g. Sullivan [109]) can be applied to locate the objects of interest

in the scene. An alternate approach is to train a classifier to distinguish the

different object types (e.g. Collins et al [21]); a major drawback with this

approach is the scalability to classifying multiple objects from multiple cam-

eras, especially when there are minor differences between some object types

or when objects appear vastly different under perspective transformations.

In Figure 3 (lower image) an alert together with a scene description is shown.

Figure 3: Image sequence analysis: workflow

Data fusion combines the tracking data measured by the individual cam-

eras to maximise the useful information content of the observed scene. In

[113] visual surveillance aspects of a distributed system focusing on a discrete

nearest neighbour Kalman filter approach for data fusion are presented.

Hot topics in the area of image sequence analysis are i.a. Multi-camera

and Multi-modal Sensor Fusion [17], scene understanding and event recog-
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nition [14] or practical issues like performance over time, robustness against

lighting conditions and shadows [1]. In order to assess reliability and ro-

bustness of existing approaches and to facilitate their comparability there

is also an emerging demand for quantitative evaluation of segmentation and

tracking quality [27]. Especially in the case of outdoor surveillance, where

illumination changes, weather conditions, shadows, and occlusions strongly

impact the motion segmentation quality and consequently all subsequent

steps, robustness is of crucial importance.

1.4 Summary of papers

The papers in this collection have been chosen to be included in this thesis

as most representative of my work conducted in the area of computer vi-

sion. Three main areas can be identified: 3D data processing with particular

attention to 3D acquisition and 3D processing, 2D image analysis focusing

on recognition and color, and image sequence analysis. All of them are ei-

ther journal or IEEE proceedings publications, except for one published by

Springer Lecture Notes in Computer Science (LNCS). As a first author of all

of these papers my contribution to each of these articles and the scientific

work behind is substantial. In general, computer vision research can be seen

as a collaborative effort, where cooperations with colleagues and students are

a prerequisite for any successful development. Therefore none of the papers

in this thesis is a single-author paper. The contribution of this cumulative

thesis is a collection of different papers, each describing a recognition or re-

construction task for a specific type of application. Four papers deal with

3D vision topics, two papers are concerned with 2D images analysis focusing

on object recognition and color constancy. These contributions represent ap-

plied research in the area of cultural heritage. The remaining paper covers

image sequence analysis with respect to motion detection as a contribution

to visual surveillance.

The collection starts with a paper [67] on combining two acquisition ap-

proaches for 3D volume reconstruction. The original contribution is a novel

strategy for 3D data acquisition of arbitrarily shaped objects. The approach

overcomes the drawbacks of structured light scanning devices in the case of
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occlusions. This work was initiated and supervised by the author, while the

implementation was carried out by diploma student Srdan Tosovic under the

guidance of the author together with Robert Sablatnig.

It is followed by two papers [57, 61] on processing 3D data focusing on 3D

reconstruction and 3D mosaicing. A novel, fully automated pipeline for 3D

modelling from acquired range images is presented, considering the different

approaches and analysing all the steps involved. The method avoids any man-

ual intervention, which is usually needed for any 3D reconstruction process.

Another contribution is a model based approach for 3D fragment assembly,

which avoids the complex and time consuming task of finding matching frag-

ments of a broken object in order to reconstruct the original object. These

two papers [57, 61] and the next one [62] with Robert Sablatnig are based

on work largely done during his supervision of my PhD thesis.

The next paper [62] deals with curvature analysis for 3D object classifi-

cation. The novel shape based scheme presented offers a typological classifi-

cation into discrete types and allows a systematic analysis of large quantities

of acquired material.

One paper [70] is on object recognition based on local image features.

My original contribution to the topic focuses on an assessment of the quality

and efficiency of local features for recognizing of very similar objects. The

results lead to a reliable strategy for the identification and classification of

these objects. This work was initiated and supervised by the author, while

the implementation was carried out by PhD student Maia Zaharieva.

This is followed by one paper [51] dealing with a color constancy tech-

nique. A novel approach for the estimation of colorimetric features used

for color calibration is shown. The method proposed allows accurate color

estimation, which plays an important role in any subsequent color based

classification process. For this paper Robert Sablatnig provided his expert

knowledge on the archaeological framework and context.

The collection ends with recent work [68] on adapting colour models for

shadow detection in image sequences. My contribution to the topic focuses on

a novel approach for shadow suppression. The results lead to a more robust

background model, allowing better performance of an object tracking or scene

interpretation process. Allan Hanbury provided his expert knowledge on
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the Hue, Luminance and Saturation (IHLS) color space, whereas Philipp

Blauensteiner and Horst Wildenauer contributed to the development of the

system and provided the annotated dataset for the experiments.
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List of papers

This thesis contains the following papers:

• Martin Kampel, Srdan Tosovic, and Robert Sablatnig. Octree-based

Fusion of Shape from Silhouette and Shape from Structured Light, Pro-

ceedings of the First International Symposium on 3D Data Processing

Visualization and Transmission (3DPVT02), IEEE Computer Society,

pp. 754-757, 2002. [67]

• Martin Kampel and Robert Sablatnig. An Automated Pottery Archival

and Reconstruction System, Journal of Visualization and Computer

Animation, John Wiley & Sons, Ltd.,Vol. 14(3), pp. 111-120, 2003.

[57]

• Martin Kampel and Robert Sablatnig. On 3D Mosaicing of Rotation-

ally Symmetric Ceramic Fragments, Proceedings of 17th International

Conference on Pattern Recognition, IEEE Computer Society, Vol. 2,

pp. 265-268, 2004. [61]

• Martin Kampel and Robert Sablatnig. Rule based System for archae-

ological Pottery Classification, Pattern Recognition Letters, Elsevier

Science Inc., 28(6):740-747, 2007. [62]

• Martin Kampel and Maia Zaharieva. Recognizing Ancient Coins based

on Local Features, Advances in Visual Computing, Springer. LNCS

5358, pp.11-22, 2008. [70]

• Martin Kampel and Robert Sablatnig. Color Classification of Archae-

ological Fragments, Proc. of 15th International Conference on Pattern

Recognition, IEEE Computer Society, Vol. 4, pp. 771-774, 2000. [51]

• Martin Kampel, Horst Wildenauer, Philipp Blauensteiner and Allan

Hanbury, Improved Motion Segmentation based on Shadow Detection,

Electronic Letters on Computer Vision and Image Analysis, Vol. 6(3),

pp. 1-12, 2007. [68]

A brief summary of each of the papers is presented next:
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• Fusion: In [67] a novel algorithm for the automatic reconstruction

of a 3D model using two different 3D algorithms is presented. To

acquire the 3D shape of objects with concave surfaces is complicated,

since occlusions of the objects surface are introduced and can only be

resolved by taking multiple views. Therefore, the 3D reconstruction

is based on a sequence of images of the object taken from different

viewpoints with different algorithms: shape from silhouette and shape

from structured light. The output of both algorithms are then used

to construct a single 3D model. It is shown that combining different

acquisition methods leads to a solution for the automatic creation of

models of arbitrarily shaped objects.

• Reconstruction: The system presented in [57] uses the profile of a

rotationally symmetric object, which is the cross-section of the object

in the direction of the rotational axis of symmetry, to classify and

reconstruct it virtually. The input data for the estimation of the profile

is a set of points produced by a 3D acquisition system. By registering

a front and a back view of the object the profile is computed and

measurements like diameter, area percentage of the complete object,

height and width are derived automatically. We show an automated

way for complete 3D reconstruction of a fragmented object, based on

a novel method for range image registration.

• Mosaicing: The work in [61] aims to develop a solution for auto-

mated reassembly of broken artifacts. Generally the 3D reconstruction

of arbitrary objects from their fragments can be regarded as a 3D puz-

zle. In order to solve it we identified the following main tasks: 3D data

acquisition, orientation of the object, classification of the object and re-

construction. Matching candidates are identified by a pre-classification

tasks, final matches of two neighboring artifacts are based on Euclidean

distances. The pros and cons of the approach are shown by practical

examples on real 3D objects.

• Classification: The paper [62] deals with a shape based classifica-

tion scheme based on primitives. In order to segment a profile sec-
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tion into shape primitives, rules based on human expert knowledge are

created. The input data for the estimation of the profile is a set of

points produced by the acquisition system. A function fitting this set

is constructed and later on processed to find the characteristic points

necessary to classify the original object. We show an automated way

for 3D object classification, which outperforms manual approaches by

its speed, accuracy and reliability.

• Recognition: In [70] we present an extension and combination of local

image descriptors relevant for recognition of rather unvarying objects.

Interest points are detected and their appearance is described by local

descriptors. Object identification is based on the selection of similar

images based on feature matching. We evaluate the performance of

various interest point detectors and local descriptors with respect to

recognition. Besides an automated way for recognizing ancient coins

we show that SIFT combined with a Difference of Gaussian Detector

outperforms other techniques in terms of the recognition rate.

• Color: In this work [51], a novel approach for the estimation of colori-

metric features for color constancy is proposed. The technique exploits

the fact that the spectral reflectance of certain materials varies slowly

in the visible. We explain how the acquisition system is calibrated in

order to get accurate color information. We present a simple and there-

fore practical approach for allowing color based object classification.

• Motion Detection: The paper [68] discusses common colour models

for background subtraction and problems related to their utilisation.

A novel approach to represent chrominance information more suitable

for robust background modelling and shadow suppression is proposed.

Our method relies on the ability to represent colours in terms of a 3D-

polar coordinate system having saturation independent of the bright-

ness function; specifically, we build upon an Improved Hue, Luminance,

and Saturation space (IHLS). In the proposed framework we show an

improved motion detection strategy based on robust shadow suppres-

sion.
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I have also contributed to other peer reviewed scientific papers. Data

acquisition strategies (2D and 3D) are investigated in [54, 127, 46, 45, 53,

99, 51, 52, 56]. Details on the Fusion of 3D acquisition approaches can be

found in [66, 67, 41] and specific tasks in the area of 3D data processing are

described in [96, 23, 50, 49, 58, 65, 47, 24, 98, 59, 60, 64, 2, 84, 63, 55, 83, 48].

Object recognition based on image descriptors are further investigated in

[128, 125, 123, 124, 69, 83, 42].

Contributions to surveillance with respect to motion detection can be

found in [119, 12], regarding object tracking in multi camera environment

can be found in [112, 31, 115, 3, 114, 72] and regarding evaluation strategies

in [43, 111, 4, 118].

1.5 Discussion of papers

The papers that I selected for this habilitation thesis are related to each other

in that they all deal with specific aspects of image data processing embedded

in real world applications. These aspects are 3D information extraction

for the reconstruction of real objects, object recognition based on shape

and image features, and color analysis towards color constancy and color

modeling.

Computer vision research in the application domain exists since the early

research stages: on one hand the results achieved in basic research are con-

verted into real world constraints, in order to prove that the methods work

and are of practical use. On the other hand application oriented research

may originate from a goal driven development process: the relative impor-

tance of observations and expectations depends on the goals [7], which may

be defined by the application. Applied computer vision, better known as ma-

chine vision is increasingly seen as a key component for maximising quality,

productivity and efficiency in many automated manufacturing and process

control tasks [106].

In addition to now well established industrial applications, many new and

challenging application areas continue to be explored and developed across

a wide range of other disciplines. Examples include innovative applications

evolving in nano-technology, document analysis, robotics and reverse engi-

14



neering, surveillance and cultural heritage. For the latter several problem

solutions are described in this habilitation thesis.

Cultural heritage is at a point where it can benefit greatly from the ap-

plication of computer vision methods, and in turn provides a large number

of new, challenging and interesting conceptual problems and data for com-

puter vision [87]. Thus, the research work is growing into a new field, like

the cultural heritage field on the example of archaeology. For example the

studies on archaeological fragments have led to the FP5 EU project 3D MU-

RALE [97] and more recently the work on ancient coins is funded by the

FP6 EU project COINS [126]. This trend is also shown by special work-

shops on cultural heritage applications at major vision conferences like the

International Conference on Computer Vision (CVPR), the International

Conference on 3D Imaging and Modeling (3DIM) or the European Signal

Processing Conference (EUSIPCO). Furthermore call for papers from jour-

nals like IEEE Intelligent Systems, AI and Cultural Heritage, or IEEE signal

processing magazine, Special Issue on Visual Cultural Heritage show a high

interest from the computer vision society.

Over the last decade, research in the field of visual surveillance has gained

a considerable amount of attention: i.a. a recent increase in the number

of surveillance cameras has led to a strong demand for automatic methods

of processing their outputs. Unlike the previous area of application visual

surveillance is an application of computer vision with strong industrial inter-

ests and thus financial support. In our case the studies on image sequences

have led to the FP6 EU project AVITRACK [12], and to projects funded

by industrial partners (e.g. Center Systems GmbH, Erste Bank, ...) or by

the Austrian Research Promotion Agency (FFG). All major computer vision

conferences have special tracks and sessions dedicated to algorithms for de-

tection, classification and tracking of moving objects and therefore reflect a

high interest from the research community.

The specific aspects previously mentioned are treated separately below:

3D information extraction

The first three papers (Sections 2 to 4) deal with 3D information ex-

traction. The paper in Section 2 “Octree based fusion of shape
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from silhouette and shape from structured light” deals with a

combination of two different 3D acquisition techniques in order to cre-

ate a volume model of a real object. Original aim was to find a solution

to overcome the drawbacks of 3D acquisition techniques based on struc-

tured light (e.g. occlusion handling, high number of views necessary

for complex objects). A major obstacle to the wider use of 3D ob-

ject reconstruction and modeling is the extent of manual intervention

needed. Such interventions are currently massive and exist through-

out every phase of a 3D reconstruction project: collection of images,

image management, establishment of sensor position and image orienta-

tion, extracting the geometric detail describing an object, and merging

geometric, texture and semantic data. This paper proposes a novel

approach for the automatic and fast creation of 3D volume models of

arbitrarily shaped objects. The idea behind this work is that a sur-

face description is acceptable only if it is consistent with all the images

captured of it. The approach contributes to archaeological research by

providing the exact volume of arbitrary vessels in an automated and

accurate way. The technique is not restricted to a specific application,

it can provide models of any kind. The paper and previous versions of

it motivated other researchers like the group of H. Rushmeier from Yale

University to extend the idea, e.g. combining shape from silhouettes

with shape from shadows [101]. In [82] the technique has been used as

a starting point for measuring the shape of transparent objects.

Whereas the paper just discussed focuses on 3D acquisition techniques

the second paper (see Section 3) “An automated pottery archival

and reconstruction system” deals with the processing of range data

for 3D surface reconstruction of a single object. The paper tackles

the problem of range image registration with non overlapping views.

Our solution to this problem is to apply a model based registration

technique, as shown for rotationally symmetric objects. Besides that

the paper demonstrates a complete workflow for virtual reconstruc-

tion based on the estimation of a profile section. From the application

point of view the approach presented provides an automated tool for

fast and accurate processing of large number of archaeological objects
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and therefore contributes to overcome the main drawbacks of conven-

tional archaeological documentation. An important assumption for the

proposed methods is that the shape of the objects is assumed to be ro-

tationally symmetric. The impact of the paper is twofold: researchers

from the two different disciplines, computer vision and archaeology, in-

tegrated the paper into their research: this work together with previous

versions are cited by archaeologists like V. Nautiyal and J. Clark [92] or

A. Karasik et al. [34], and by computer vision researchers like Cooper

at al. [121], or H.C.G. Leitão [77]. J.A. Barceló lists the paper in [6]

when summarizing most prominent work on shape analysis of archae-

ological objects. The range image registration technique has also been

used as a starting point for work on the inspection of gear box teeth [13].

Furthermore our contributions to the cultural heritage research domain

over the last years have been acknowledged by the community, and will

bring the two main conferences the International Symposium on Vir-

tual Reality, Archaeology and Intelligent Cultural Heritage (VSMM) in

2009 and the International Symposium on Virtual Reality, Archaeology

and Cultural Heritage (VAST) in 2010 to Vienna. (I have the pleasure

to be Co-Chair of both events).

The next paper (Section 4) “On 3D mosaicing of rotationally sym-

metric ceramic fragments” focuses on 3D reconstruction with re-

spect to fragment assembly. Unlike the previous paper, where the 3D

reconstruction of a single object was described, this paper presents a

fragment matching technique for various fragments of one and the same

object. The preselection of matching candidate fragments is performed

by a classification based on geometric features and its properties (see

Section 5). Like the previous paper the method proposed works for

rotationally symmetric objects only. The fragment matching relies on

a pre-alignment through the computed axis of rotation (as described

in 3) and a resulting two-degrees-of-freedom search space. Matching

pairs are identified by minimizing the Euclidean distance between cor-

responding points. The paper fits into various attempts for solving 3D

jigsaw puzzles [32, 15, 35], and is unique in its pre-classification step.

It contributes to archaeological research by providing both, a real and
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virtual, complete reconstruction of the original object. Solving auto-

matic jigsaw puzzles is a computer vision problem, that tackles various

topics like shape description, boundary matching, pattern recognition,

feature extraction and matching. Other researchers like P. Cignoni [19]

investigate the capabilities of such a reconstruction techniques from a

practical point of view, whereas M. Callieri et al. [16] described it with

respect to graphics especially visualization. C. Maiza et al. [81] made

use of the ideas in their work on matching between a sherd and a shape

model.

Object recognition

The next two papers in this habilitation thesis (Sections 5 and 6) con-

cern recognition tasks. They differ from those described in the pre-

vious paragraph in that they present recent work. The paper “Rule

based system for archaeological pottery classification” describes

a shape based scheme for identifying local shape contours. It is based

on hierarchical segmentation of the longest profile line, which is se-

lected as a representative of the object. The profile is represented by

spline functions, in order to use shape parameters for classification and

recognition [55]. The evaluation is based on the processing of a limited

number of real 3D objects. The resulting classification into specific

types of objects is of utmost relevance for the archaeological documen-

tation process. Karasik and Smilanski [71] extended the basic idea and

introduced the concept of a “mean profile”, in order to be less affected

by local, non-representative deformations. In contrast to Gilboa’s strat-

egy [34], where the classification is based on hand drawn profiles, this

paper presents a fully automated classification approach for processing

3D Data acquired by a 3D scanner. Our method is not restricted to

archaeological objects, e.g. other applications based on partially local-

ized shape contours like the representation of facial features [80] are

reported. On the other hand the rules are defined for specific objects,

and therefore not generalizable.

The paper “Recognizing ancient coins based on local features”

in Section 6 tackles the problem of reliable object identification in the
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process of recognition and traceability of stolen cultural heritage. Ex-

isting approaches for object recognition are investigated for their ef-

fectiveness for use with ancient coins. What makes this application

special and challenging for object recognition, is that all the coins are

very similar. The poor evaluation results of state-of-the-art techniques

led us to propose a novel approach based on a combination of shape and

local descriptors to capture the unique characteristics of the coin shape

and die information respectively. In [44] we additionally present results

on a data set of 2400 coin images of 240 different coins. A scientific

requirement in numismatic research is to assign a coin its correct num-

ber according to a reference book. The approach presented provides

such an assignment automatically. Independently of the applied local

descriptor a combination of shape and local features achieved a top

performing identification rate of 95.16%. This revised and extended

version of the paper is currently under review for journal publication

[44]. The work on ancient coin recognition has led to the organiza-

tion of the 1st International COIN Recognition Workshop in August

08, where experts from both numismatics and computer vision met (I

had the pleasure to be the General Chair).

Color analysis

The final two papers of this habilitation thesis (Sections 7 and 8) con-

centrate on color calibration and color models for background subtrac-

tion. The first of these (Section 7) “Color classification of archae-

ological fragments” describes a novel approach to get colorimetric

accurate information. This is important, since different illuminations,

cameras or acquisition setups produce different color output for one the

same object. Our approach exploits the fact that spectral reflectance

of certain groups of objects like fruits or archaeological objects vary

slowly in the visible. Archaeological research benefits from the method

presented by getting accurate color information of archaeological ob-

jects, which usually varies depending on the user and light conditions.

Besides inspiring other researchers (e.g. [85, 22, 120]) the work had
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already a great practical impact. A dutch company1 specialised in

highly automated agricultural production systems integrated the idea

into an industrial process dealing with automated fruit and vegetable

grading. Fruit and vegetables are classified into quality classes based

on their color appearance, color constancy consequently is of utmost

importance.

The final paper “Improved motion segmentation based on shadow

detection” proposes a novel approach for representing chrominance

information more suitable for robust background modelling and rep-

resents very recent work. The ability to effectively segment moving

objects under a wide range of disturbing conditions is a critical re-

quirement for all subsequent tasks for event detection. If the quality of

motion segmentation deteriorates (e.g. moving objects are not detected

or segmented poorly), subsequent tracking or categorisation will yield

erroneous results or simply fail. We show that an Improved Hue, Lumi-

nance and Saturation (IHLS) color space outperforms other color spaces

for background modelling. The additional contribution of the approach

is that we deal with the problem of unstable hue values at low saturation

by modelling the hue-saturation relationship using saturation-weighted

hue statistics. The effectiveness of the proposed method is shown in an

experimental comparison with approaches based on RGB, Normalised

RGB and HSV. Setiawan et. al. [102] apply the idea and propose an-

other variant of a Gaussian Mixture Model by exploiting the (IHLS)

color space. The proposed shadow detection technique is integrated

in a visual surveillance system brought to market by a french airport

infrastructure supplier.

1www.ellips.nl
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Abstract

An algorithm for the automatic construction of a 3d
model of archaeological vessels using two different 3d al-
gorithms is presented. In archeology the determination of
the exact volume of arbitrary vessels is of importance since
this provides information about the manufacturer and the
usage of the vessel. To acquire the 3d shape of objects with
handles is complicated, since occlusions of the object’s sur-
face are introduced by the handle and can only be resolved
by taking multiple views. Therefore, the 3d reconstruction is
based on a sequence of images of the object taken from dif-
ferent viewpoints with different algorithms; shape from sil-
houette and shape from structured light. The output of both
algorithms are then used to construct a single 3d model.
Results of the algorithm developed are presented for both
synthetic and real input images.

1 Introduction

The combination of theShape from Silhouette(SfS)
method with theShape from Structured Light(SfSL)
method presented in this paper was performed within the
Computer Aided Classification of Ceramics[7] project,
which aims to provide an objective and automated method
for classification and reconstruction of archaeological pot-
tery. Pottery was made in a very wide range of forms and
shapes. The purpose of classification is to get a systematic
view of the material found, to recognize types, and to add
labels for additional information as a measure of quantity
[13]. In this context, decoration of pottery is of great inter-
est. Decoration is difficult to illustrate since it is a perspec-
tive projection of an originally spherical surface. In order

∗This work was partly supported by the Austrian Science Foundation
(FWF) under grant P13385-INF, the European Union under grant IST-
1999-20273 and the Austrian Federal Ministry of Education, Science and
Culture.

to be able to unwrap the surface it is necessary to have a 3d
representation of the original surface. Furthermore, the ex-
act volume of the vessel is of great interest to archaeologists
too, since the volume estimation allows also a more precise
classification [13].

SfS is a method of automatic construction of a 3D model
of an object based on a sequence of images of the object
taken from multiple views, in which the object’s silhouette
represents the only interesting feature of the image [16, 15].
The object’s silhouette in each input image corresponds to
a conic volume in the object real-world space. A 3D model
of the object can be built by intersecting the conic volumes
from all views, which is also calledSpace Carving[8].

There have been many works on construction of 3D
models of objects from multiple views ( [1, 10, 4, 18, 15]).
Szeliski [16] first creates a low resolution octree model
quickly and then refines this model iteratively, by intersect-
ing each new silhouette with the already existing model.
Niem [12] uses pillar-like volume elements instead of an
octree for the model representation. De Bonet and Viola [3]
extended the idea of voxel reconstruction to transparent ob-
jects by introducing the Roxel algorithm — a responsibility
weighted 3D volume reconstruction. Wong and Cipolla [20]
use uncalibrated silhouette images and recover the camera
positions and orientations from circular motions.

SfS can be applied on objects of arbitrary shapes, includ-
ing objects with certain concavities (like a handle of a cup),
as long as the concavities are visible from at least one in-
put view. This condition is very hard to hold since most of
the archaeological vessels do have concavities. To discover
these concavities we use SfSL, which is based on active tri-
angulation [2, 6]. Most laser light based SfSL methods use
a camera, a calibrated laser ray or plane and a motion plat-
form — usually a linear slide or a turntable.

The work of Szeliski [16] was used as a basis for the SfS
and the work of Liska [9] as a basis for the SfSL approach
presented in this paper which is organized as follows. Sec-
tion 2 describes the equipment used for acquisition. Section
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3 presents the combination strategy proposed. Experimental
results with both synthetic and real data are given in Section
4. At the end of the paper conclusions are drawn and future
work is outlined.

2 Acquisition System

The acquisition system, shown in Figure1, consists
of a turntable (diameter 50cm), two monochrome CCD-
cameras (f=16mm, 768 × 576 pixels), a laser and a lamp.
Both cameras are placed in a distance of about 50cm from
the rotational axis of the turntable. Ideally the optical axis of
the camera for acquiring object’s silhouettes (Camera-1 in
Figure 1) lies nearly in the rotational plane of the turntable,
orthogonal to the rotational axis. The camera for acquiring
the projection of the laser plane onto the object (Camera-
2 in Figure 1) views the turntable in an angle of about45◦.
The laser is directed such that the light plane it projects con-
tains the rotational axis of the turntable. Camera-2 from
Figure 1 views the light plane also from an angle of about
45◦. The relative position of the two cameras to one another
is not important, since the acquisition of the silhouettes and
the acquisition of the laser light projection are independent
from one another.

(c) Camera−2

(a) Turntable(b) Camera−1

(d) Laser (e) Lamp

Figure 1. Acquisition system

Prior to any acquisition, the system is calibrated in order
to determine the inner and outer orientation of the camera
and the rotational axis of the turntable. We used the calibra-
tion technique proposed by Roger Y. Tsai [17], for several
reasons: it is efficient and accurate, lens distortion can be
taken into account but also ignored if desired, and there is a
publicly available implementation [19]. In our experiments,
the average calibration error was 0.5 pixel or less (measured

in the image plane), which is sufficient for our approach, be-
cause the smallest unit processed in an image is 1 pixel.

3 Fusion of Algorithms

The first step between the image acquisition and creation
of the final 3D model of an object consists of converting
the images acquired into binary images. A pixel in such a
binary image should have the value 0 if it represents a point
in 3D space which does not belong to the objectfor sure,
and the value of 1 otherwise. The binarization is performed
on input images for both SfS and SfSL.

For the SfS part of the method presented, a reliable ex-
traction of the object’s silhouette from an acquired image is
of crucial importance for obtaining an accurate 3D model
of an object. If the background brightness is not uniform,
the silhouette extraction can be a difficult task. For that rea-
son, in addition to the images of the object (Figure2a, upper
image) taken from different viewpoints, an image of the ac-
quisition space is taken, without any object in it. Then, the
absolute difference between this image and an input image
is built, which creates an image with a uniform background
and a high contrast between the object and the background.
Next, thresholding is used to create a binary image (Fig-
ure 2a, upper image) where pixels with the value 1 repre-
sent the object’s silhouette and those with value 0 the back-
ground.

Another option for extracting object silhouettes from in-
put images would be to use edge detection [11] instead of
thresholding. This approach could be more accurate, even
a sub-pixel precision could be reached, but it is also more
complex.

An input image for SfSL contains the projection of a
laser plane onto the object (Figure2a, lower image). A
white pixel in this image represents a 3D point on the ob-
ject’s surface which intersects the laser plane. A black pixel
represents a 3D point in the laser plane which does not be-
long to the object’s surface — it is either inside the object
or it does not belong to the object at all. The creation of a
SfSL binary image is more complex. Based on the known
position of the laser, an input image (Figure 2a, lower left
image) is converted to an image approximating intersection
of the laser plane with the whole object (Figure 2a, lower
right image).

Our approach builds a 3D model of an object perform-
ing the following steps (illustrated in Figure 2): First, both
of the input images (SfS and SfSL) are binarized such that
the white image pixelspossiblybelong to the object and
the black pixelsfor sure belong to the background (Fig-
ure 2a). Then, the initial octree containing one single root
node marked ”black” is build (Figure 2b). Black nodes are
subsequently checked by projecting the nodes into all SfS
binarized input images and intersecting them with the im-
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age silhouettes of the object (Figure 2c). As the result of
the intersection the node can remain ”black” (if it lies within
the object) or be set to ”white” (it lies outside the object) or
”grey” (it lies partly within and partly outside the object).
If the resulting node is not white, it is projected into the bi-
narized SfSL image representing the nearest laser plane to
the node and again intersected. All grey nodes are divided
into 8 child nodes all of which are marked ”black” and the
intersection test is performed in each of the black nodes.
This subdivision of grey nodes is done until there are no
grey nodes left or a subdivision is not possible (voxel size),
which results in the final model (Figure2d).

?

Shape from Silhouette

Shape from Structured Light

(a) Binarization of input images

(c) Intersection testing

(b) Initial octree

(d) Final model

Figure 2. Algorithm overview

4 Results

Experiments were performed with both synthetic and
real objects. For synthetic objects we built a model of a
virtual camera and laser and created input images such that
the images fit perfectly into the camera model. For both
synthetic and real objects we compare the volume and the
size of the bounding cuboid of the model with the volume
and size of the bounding cuboid of the object. As synthetic
objects we created a virtual sphere with the radius200 mm,
and a virtual cuboid with dimensions100 × 70 × 60 mm.
The images of the sphere were constructed such that both
SfS and SfSL alone can reconstruct the object completely,
whereas for the cuboid a more realistic case was simulated,
where the structured light images contain occlusions. The
models of these objects were constructed with different pa-
rameter values, such as the number of views used and the

maximal octree resolution.
The tests with the sphere showed that SfS and SfSL per-

form similarly when they have perfect input images — start-
ing from resolution1283, both methods were able to create
models with the approximation error of 2% or less. Regard-
ing the number of views, 20 views were sufficient for both
methods in order to create models with the volume less than
1% different from the models built using 360 views. With
the synthetic cuboid, neither of the methods was able to re-
construct the cuboid completely, but the combined method
constructed its perfect model starting from the resolution
1283. However, even if using 180 views instead of 360, the
volume error of the cuboid was greater than 1% (1.45%),
which indicates that flat surfaces are more difficult to model
with our method. Table1 summarizes the results of the
models built.

For tests with real objects we used 8 objects: a metal
cuboid, a wooden cone, a globe, a coffee cup, two archaeo-
logical vessels and two archaeological sherds. The real vol-
ume of the first 3 objects can be computed analytically. For
the two vessel it could be theoretically measured by putting
water into the objects, but it has not been done since the
vessels do have holes, which we are not allowed to close, so
for these objects we can only compare the bounding cuboid
of the model and the object. Figure 3 shows the objects and
their models built using 360 views for each of the underly-
ing methods and the octree resolution2563.

Vessel #1Cuboid

Sherd #2Cup

Sherd #1Globe

Vessel #2Cone

Figure 3. Real objects and their models

The error of the computed volume for real objects was
between 3% and 13%, by an order of magnitude larger than
the errors with synthetic objects. The main reason turned
out to be the threshold based binarization of silhouette im-
ages, which interpreted parts of the object as the back-
ground, especially close to the turntable surface. That ex-
plains why the error was the largest for the cone and the
smallest for the globe (see Table 1). The cone has a large
base leaning on the turntable, while the globe only touches
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the turntable in an almost tangential way.

object octree #views volume vol.error

synth. sphere

— analytic 33 510 322 —
643 360+360 35 241 984 +5.17%
1283 360+360 33 786 880 +0.83%
2563 360+360 33 034 528 -1.42%
2563 180+180 33 067 552 -1.32%
2563 20+20 33 230 464 -0.83%

synth. cuboid

— analytic 420 000 —
643 360+360 432 000 +2.86%
1283 360+360 420 000 0.00%
2563 360+360 420 000 0.00%
2563 180+180 426 071 +1.45%
2563 20+20 435 402 +3.67%

real cuboid
— analytic 420 000 —

2563 360+360 384 678 -8.41%

cone
— analytic 496 950 —

2563 360+360 435 180 -12.43%

globe
— analytic 1 756 564 —

2563 360+360 1 717 624 -2.22%

cup
— analytic N/A —

2563 360+360 276 440 N/A

vessel #1
— analytic N/A —

2563 360+360 336 131 N/A

vessel #2
— analytic N/A —

2563 360+360 263 696 N/A

sherd #1
— analytic N/A —

2563 360+360 35 911 N/A

sherd #2
— analytic N/A —

2563 360+360 38 586 N/A

Table 1. Volume of objects and their models

5 Conclusion

This paper presented a 3D modeling method based on
combination of SfS and laser based SfSL, using a turntable
to obtain multiple views of an object. The purpose of com-
bining SfS and SfSL was to create a method which will use
the advantages and overcome the weaknesses of both un-
derlying methods and create complete models of arbitrar-
ily shaped objects. The experiments with synthetic objects
showed that construction of nearly perfect models is pos-
sible, limited only by image and model resolution. In the
experiments with real objects the results were less accurate,
but the algorithm was able to produce complete and visually
faithful models for all objects, including sherds and vessels
with concave surfaces and a handle.

Overall, our combined modeling approach proved to be
useful for automatic creation of models of arbitrarily shaped
objects. With respect to its archaeological application it
can provide models of any kind of archaeological pottery.
Furthermore, the volume of an object can be estimated,
including the inside volume of objects such as bowls or
cups. However, for high precision measurements of the vol-
ume our method did not produce highly accurate results,
but it gave a good rough estimate, which is sufficient for
most archaeological applications. Higher accuracy could
be achieved by improving the binarization of input images,
which showed to be the main reason for relatively large er-
rors for real objects. A possible enhancement to our method

would be to take additional color images of an object and
perform texture mapping onto the model, which would im-
prove the visual impression of the models built.
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Motivated by the current requirements of archaeologists, we are developing an automated

archival system for archaeological classification and reconstruction of ceramics. Our system

uses the profile of an archaeological fragment, which is the cross-section of the fragment in

the direction of the rotational axis of symmetry, to classify and reconstruct it virtually.

Ceramic fragments are recorded automatically by a 3D measurement system based on

structured (coded) light. The input data for the estimation of the profile is a set of points

produced by the acquisition system. By registering the front and the back views of the

fragment the profile is computed and measurements like diameter, area percentage of the

complete vessel, height and width are derived automatically. We demonstrate the method

and give results on synthetic and real data. Copyright # 2003 John Wiley & Sons, Ltd.
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Introduction

New technologies are introduced to old research areas

and provide new insights for both the researchers

and people interested in this field. The truth of this

statement can be demonstrated especially in the field of

archaeology, since there are many researchers in that

area who already use new technologies, and many

people have become interested in the field of archaeol-

ogy since so-called Archaeo-Parks became popular with

visitors.1,2

Ceramics are among the most widespread archaeolo-

gical finds, having a short period of use. A large number

of ceramic fragments are found at nearly every excava-

tion (Figure 1) and have to be photographed, measured,

drawn and classified.

Because conventional documentation methods have

been shown to be unsatisfactory,3 the interest in finding

any automatic solution has increased.4 Cooper et al.5

present an approach to a largely automated estimation

of polynomial models in order to assemble virtual pots

from 3D measurements of their fragments. Existing

techniques on the fragment reconstruction problem

mainly focus on the analysis of the break curve.6 In

particular, Copper et al.7 developed a method for frag-

ment matching based on a Bayesian approach using

break curves, estimated axis and profile curves. Kong

and Kimia8 try to solve the jigsaw problem in two

stages: first, pot sherds are joined automatically in two

dimensions by using an efficient joint detection algo-

rithm. Next, three-dimensional shape is recovered by

adequate three-dimensional transformation. Leitao and

Stolfi9 describe an algorithm for reassembling broken

two-dimensional fragments. The procedure compares

the curvature-encoded fragment outlines.

Our approach to pottery reconstruction, in contrast,

concentrates on the virtual reconstruction of vessels out

of one (large enough) fragment; the reassembling of

broken vessels from fragments is not considered in

this paper. The reconstruction can only be performed

if a priori knowledge on the type and class of vessel of

which the fragment is a part is provided. This fact forces

us to have a profile-based classification strategy that

integrates the archaeological knowledge of types and

forms of vessels in a specific regional area. The classifi-

cation scheme itself is provided by archaeologists and is

also designed as a tool for them in order to produce

correct virtual reconstructions. Mimicking the archae-

ological approach to pottery classification, our auto-

mated approach is based on estimation of the correct
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orientation of the fragment, which leads to the exact

position of a fragment on the original vessel. In the

reconstruction phase partial similarities of profiles can

be detected and complete pots can be reconstructed

based on the previously stored data. Figure 2 shows

the automated archival process schematically, giving an

overview of the intermediate steps.

The range and pictorial information of a fragment

provided by the acquisition system is the basis for the

further documentation and classification process.10

Using the data of the fragment’s inner and outer surface,

the axis of rotation has to be determined for both

surfaces. Once the axes are determined the profile sec-

tion can be generated by registering the two surfaces on

one another. Next, the longest intersection of a plane

that is rotated within the rotational axis of the fragment

with the surfaces of the fragment is determined. The

profile section of the fragment, which is the cross-

section of the fragment in the direction of the rotational

axis of symmetry, is the result of the documentation

step. With the help of the profile, measurements like

diameter, area, percentage of complete vessel, height,

width, etc. are computed automatically. Next a classifi-

cation process tries to find matching profile parts of

already classified vessel shapes in order to reconstruct

the complete vessel shape.11 Note that the shape object

is virtually reconstructed without putting together all

fragments.

Following the manual strategy of archaeologists, the

profile is first segmented automatically into its parts, the

so-called primitives. Our approach is a hierarchical seg-

mentation of the profile into rim, wall and base by

segmentation rules based on expert knowledge of the

archaeologists and the curvature of the profile.12,13 The

segments of the curve are divided by so-called segmen-

tation points. Our formalized approach uses mathema-

tical curves to find the extremal and inflection points

necessary to classify the original fragment. It is based on

cubic B-splines.14

This paper focuses on the documentation part, in

particular on the automatic orientation of fragments,

followed by extraction of the profile line. Late-Roman

burnished ware, which was found during the excava-

tions from 1968 to 1977 in the legionary fortress of

Carnuntum,15 was chosen as test data for our research.16

The paper is organized as follows: in the next section

we first describe the algorithm for finding the correct

orientation automatically. Next the generation of the

profile is shown in the third section. In the fourth section

results are presented and in the final section we con-

clude with an outlook on future research.

FragmentOrientation

The acquisition method for estimating the 3D shape of

a sherd is shape from structured light,17 which is based

on active triangulation. The projector projects stripe

patterns onto the surface of the objects. In order to

distinguish between stripes they are binary coded. The

Figure 1. Boxes filled with ceramics stored in archives.

Figure 2. Automated archival process.
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camera grabs grey-level images of the distorted light

patterns at different times. With the help of the code and

the known orientation parameters of the acquisition

system, the 3D information of the observed scene point

can be computed.18 The image obtained is a 2D array of

depth values called a range image. For on-site recording

a portable 3D sensor (Eyetronic ShapeCam19) was used.

Archaeological pottery is assumed to be rotationally

symmetric since it was made on a rotation plate. With

respect to this property the axis of rotation is calculated

using a Hough-inspired method.20 To perform the re-

gistration of the two surfaces of one fragment, we use

a priori information about fragments belonging to a com-

plete vessel: both surfaces have the same axis of rotation

since they belong to the same object. Potmann et al.21

proposed a solution to reconstruct helical surfaces or

surfaces of revolution using line geometric concepts.

Their algorithm is based on the fact that the normals of

the surfaces lie in linear complices. Our estimation of the

axes of rotation exploits the fact that surface normals of

rotational symmetric objects intersect their axis of rota-

tion. The basis for this axis estimation consists of dense

range images provided by the range sensor. If we have

an object of revolution, like an archaeological vessel

made on a rotation plate, we can suppose that all

intersections ni of the surface normals are positioned

along the axis of symmetry a.

For each point on the object the surface normal has to

be computed. A planar patch of size s� s can be fitted to

the original data using the Minor Component Analy-

sis,22 which minimizes the distance between the points

of the surface and the planar patch in an iterative

manner in order to compute the optimal value of the

normal and discard outliers. For each point on the

object, the surface normals ni are computed using Minor

Component Analysis. In order to determine the axis of

rotation a all surface normals ni are clustered in a 3D

Hough space: all the points belonging to a line ni are

incremented in the accumulator. Hence the points be-

longing to a large number of lines (like the points along

the axis) will have high counter values. All points in the

accumulator with a high counter value are defined as

maxima.

In the next step the line formed by the maxima has to

be estimated. There are different techniques to solve this

problem; in our case the PCA or principal component

analysis23 is used. We have some a priori knowledge,

namely that the maxima are distributed according to a

line (the axis of rotation). The PCA will determine the

axis of maximal variance, which is in fact the axis of

rotation. The accumulator maxima are taken as candi-

date points for the estimation of the axis of rotation.

Using this technique outliers introduced by noisy range

data or discretization errors can be avoided, since in

Hough space wrong data points are in the minority and

do not build a maximum.

Figure 3(a) shows the intensity image for the front

view of a fragment; Figure 3(b) shows the result on the

range image with the estimated rotational axis (black

regions in Figure 3(b) indicate points where no range

information is available due to occlusion of light

stripes).

To perform the registration of the two surfaces, we

know that both surfaces have the same axis of rotation

and the distance of the inner surface to the axis of

rotation is smaller than the distance of the outer surface.

Finally, both surfaces should have approximately the

same profile; i.e. the thickness of the fragment measured

on a plane perpendicular to the rotational axis should be

constant on average.

The goal of the registration is to find the transforma-

tion that relates these two views to one another, thus

bringing them into alignment so that the two surfaces

represent the object in 3D.24 The most commonly used

algorithm for registration is the ICP algorithm.25 ICP

iteratively improves the registration of two overlapping

surfaces by calculating the unique transformation that

minimizes the mean square distances of local point

correspondences between the two surfaces (see refer-

ence 26 for a review). We register the range images by

calculating the axis of rotation of each view (Figures 4a

and 4b) and by bringing the resulting axes into align-

ment (Figure 4c). Knowing the surface normals of all

surface patches we transform them into a common

reference coordinate system. The first rough alignment

is performed by aligning the two surfaces vertically. To

do so we select the 10 uppermost points of each surface

(we take the uppermost points since rim fragments are

the most important fragments in archaeology and they

Figure 3. Intensity image (a) and range image (b) of a

fragment with rotational axis of the front view.
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have the property that all points of the rim lie in the

plane perpendicular to the rotational axes) and align

them vertically. Next we perform the horizontal align-

ment by rotating one surface relative to the other until

both surfaces have a maximum number of points in a

common projection normal to the fixed surface.

In the next step we have to align the surfaces of the

objects to avoid intersecting surfaces. The correct match

is calculated using a slightly modified ICP algorithm.27

The difference to the standard ICP is that we are

calculating the unique transformation that minimizes

the mean square distances of the correspondences be-

tween the two surfaces to a constant value instead of to

zero. This distance dn is the distance of the two surfaces

on a plane perpendicular to the rotational axis, where n

denotes the vertical position on the axis. Corresponding

points of the two surfaces are estimated by computing

the Euclidean distance of the candidate points on the

inner surface to the normal on the rotational axis for the

point on the outer surface. The point with the minimal

distance is taken as corresponding point.

Next the ICP starts by iteratively minimizing the error

�i, which is the mean error of the local surface distances

to dn until all �i are positive (i.e. surfaces do not inter-

sect). Then all dn are updated to the mean distance of the

surfaces in the direction of the rotational axis, the mean

square error � of the local surface distances are com-

puted and the process is restarted. The algorithm ends if

there are no significant improvements or the overall

error increases. A detailed description of the registration

algorithm can be found in reference 28.

Figure 4(e) shows the result for synthetic range data

with 50 surface points for each view and a distance of

2.9 mm. The computed distance between the inner and

the outer surface is 2.9 mm. The registration error is

�¼ 0.05 mm; the mean square errors between the origi-

nal and the computed axes are 0.26 mm and 0.31 mm

respectively. Figure 5 shows the registration of inter-

secting surfaces for real data in detail: Figures 5(a) and

5(b) show intersecting surfaces due to wrong rotational

axis estimation; Figure 5(c) shows the same surfaces

after the ICP-based registration procedure.

The evaluation of the method (for details see reference

28) shows that the quality of the result is influenced by

the number of points in the two views (resolution of the

3D scanner and the object shape for occlusions). The

next parameter that influences the results is the mean

curvature. Since the registration algorithm uses the axis

of rotation for rough alignment, surfaces that are flat

cannot be registered since rough alignment does not

work. The maximum error was approximately 25%,

which is acceptable in this specific application only since

the main goal is to compute the profile and the outer

profile is the most important attribute. However, the

average error of 18% was accepted by the archaeologists

since manual drawings and measurement have more

errors.3 The rendered 3D models are also used for

visualization, as can be seen in Figure 6. Figures 6(a),

6(b) and 6(c) show two more fragments as examples.

Figure 4. Registration steps using synthetic data. Figure 5. Registration steps using real data.

Figure 6. Visual results for registered fragments.
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Prof|le Estimation

The registration of front and back view together with the

axis of rotation provide the profile used to reconstruct

the vessel. Figure 7 shows the 3D model of a sherd and

its rotational axis rot as a vertical line along the z-axis.

The black plane represents the intersecting plane emax at

the maximum height hmax of the sherd. The longest

profile line is supposed to be the longest elongation

along the surface of the sherd parallel to the rotational

axis rot. The extracted profile line is shown in the xz-

plane. Our algorithm for the estimation of the longest

profile line consists of the following steps:

1. First the axis of rotation is transformed into the z-

axis of the coordinate system in order to simplify

further computation.

2. The fragment’s size is calculated by its arc length.

Depending on the size we compute a number of

intersecting planes ei, which are used for the profile

estimation. The number of planes ei depends on the

length of the perimeter of the fragment. Experiments

have shown that 7 to 13 profile lines return the best

ratio of exactness and performance. Figure 8 shows a

sample of four planes ei intersecting the 3D model

and the plots of the extracted profile lines on the

surface of the sherd.

3. A profile line is calculated by intersecting the 3D

data of the fragment with planes ei: first the distance

of each vertex of the fragment to the plane ei is

calculated. All vertices are sorted by their distance to

the plane. Then the nearest 1% of vertices are

selected as candidates for the profile. For each of

those vertices, all the patches to which they belong

are filtered through a search in the patch list with

their index number. In Figure 9 a sherd shaded by

the value of distance to the axis of rotation is shown

Figure 7. Oriented sherd, rotational axis rot, intersecting plane emax and longest profile line.

Figure 8. Sample of intersecting planes ei.

Figure 9. Properly oriented sherd and intersecting plane ei.

The grey values correspond to distances. Lighter values

indicate closer distances to the intersecting plane.
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(lighter values mean nearer to the intersecting

plane). Every patch consists of three points that are

connected through three lines. Every pair of vertices

that has a point on each side of the plane is part of

the profile line, because its connection intersects the

plane. The coordinates of these pairs are rotated into

the xy-plane and the z-coordinate is removed. The

result is a properly oriented profile line.

4. Next, the profile line with the longest elongation is

computed: the difference between the maximum z-

value and the minimum z-value of the profile line

defines the height of the profile line. The remaining

profile lines are used for evaluation of the estimation

of the rotational axis.

Figure 10 shows two plots of diameters based on the

profiles from two different fragments. The y-axis is the

difference of the diameters to the overall mean diameter

of all profiles in centimetres and the x-axis corresponds

to the circular arc. The upper line shows the maximum

diameter, the middle shows the mean diameter and the

lower line shows the minimum diameter. The grey box

visualizes the quality of the results by showing the

overall mean diameter of all profiles versus the standard

deviation. If the standard deviation exceeds a certain

threshold (for example 0.5 cm) the fragment is excluded

from further reconstruction.

Figure 10(a) shows a correct estimated rotational axis

that results in mean diameter with a small standard

deviation (smaller than 0.5 cm) along the perimeter of

the sherd. Also the minimum and the maximum dia-

meters are constant except on the left and right side,

where the fracture of the fragment is located. In Figure

10(c) the mean diameter along the perimeter has a

standard deviation of more than 0.5 cm (in this case

5 cm). This indicates that the estimation of the rotational

axis is not accurate enough for further processing. In this

case we plan to extend the algorithm for axis estimation

by using additional information of the fragment, e.g. rills

on the inner surface, detection of rim fragments.

Results

The resulting 3D reconstruction of fragments depends

on the correct orientation of the profile section. The

evaluation of the 3D representation is rather compli-

cated since ground truth is not available due to the fact

that there is no third dimension in achaeological archive

drawings and the virtually reconstructed object does not

exist in reality (only its fragment). The description of

shape is subject to the ideas of the archaeologists and is

not standardized.

In order to demonstrate the correctness of the com-

puted profile lines, Figure 11 shows a recorded sherd

(dark object) and its computed profile section (vertical

line). The computation of the virtual fragment (grey

object) is based on the profile section. One can see that

the recorded fragment fits into the virtual fragment,

which indicates that the computation is correct. Follow-

ing multiple cross-sections along the perimeter of the

virtual fragment (Figure 12a) one can observe hardly

any deviation from the original fragment. Some are

caused by the bumpiness of the surface, because the

surface is not exactly rotationally symmetric, since it is

hand-made pottery.

If the orientation of the fragment is incorrect, it does

not fit into the virtual object and multiple cross-sections

along the perimeter of the virtual fragment show large

deviations from the original object (see Figure 12b).

Figure 10. Maximum, mean and minimum diameters.
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A computed profile and the axis of rotation are shown

in Figure 13(a). It was rotated 360 degrees around the

axis of rotation in order to construct the vessel in 3D.

Next the resulting 3D point cloud was triangulated29

and the acquired texture was mapped onto the triangu-

lated mesh. Figure 13(b) shows the reconstructed pot.

In Figure 14 the reconstruction of the virtual pot was

based on an incorrectly orientated rotational axis. Since

the fragment is a base fragment (fragment from the

bottom of the pot), has a flat surface with hardly any

curvature it, and therefore it is not possible to orientate

it by the use of its axis of rotation. The image is shown

to demonstrate the deviation between the cross-section

of an incorrect reconstruction and the original data

(Figure 12b).

Figure 15 displays a reconstructed pot (grey object)

out of a rim fragment (dark object) based on the profile

line (light line) and its axis of rotation (dashed line).

Experiments were performed on 40 fragments of our

pottery database. The success rate for correct extraction

of the profile line and consequently the correct virtual

reconstruction are around 50%. This has to be seen with

respect to manual archival work done by archaeolo-

gists:3 for coarse ware around 35%30 and for fine ware

around 50%31 of the findings are used for further

classification. It depends heavily on the shape of the

fragment (e.g. handle, flat fragments like bottom pieces,

small size). Eighteen fragments have been excluded

from reconstruction due to wrong estimation of the

axis of rotation.

Table 1 summarizes the results for 22 properly orien-

tated fragments. Box and piece numbers are used for

identification of the fragment. The radius r is the

Figure 11. Reconstructed fragment, profile section and re-

corded fragment.

Figure 12. Multiple profile lines: (a) using a correctly esti-

mated rotational axis; (b) using an incorrect rotational axis.

Figure 13. (a) 3D profile section; (b) 3D reconstruction from the profile section.

POTTERY ARCHIVAL SYSTEM
* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

* * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *

Copyright # 2003 John Wiley & Sons, Ltd. 117 J. Visual. Comput. Animat. 2003; 14: 111–120

46



estimated mean radius of the whole object. The standard

deviation of the radius was estimated along the peri-

meter of the fragment. The thickness of the fragment is

the difference between the mean radius of the inner side

and the outer side. The fragment size is the percentage

of the perimeter of the sherd compared to the perimeter

of the whole object.

Experiments with synthetic data have shown that the

correctness of the reconstruction depends on the correct

estimation of the axis of rotation (see reference 28 for a

detailed survey) and on the resolution of the 3D scanner

used. The number of vertices of the data used ranges

from 4000 to 15000, leading to a profile line with 200–300

points. The execution time using a prototype written in

Matlab running on a Pentium III 1 GHz computer is less

than a minute per sherd. It depends heavily on the

computation of the axis of rotation (70–80% of the

execution time).

Figure 14. Incorrect reconstruction of a fragment due to

wrong orientation.

Figure 15. Reconstructed pot.

Box no. Sherdno. Radius (cm) Standard deviation (cm) Mean thickness (cm) Fragment size (%)

1 04 10.20 0.05 0.51 11.13
1 08 15.78 0.04 0.39 4.78
1 16 14.56 0.09 1.75 6.36
1 17 16.15 0.15 1.51 8.08
1 18 15.16 0.03 1.75 5.12
1 19 14.54 0.15 0.84 8.25
1 20 12.99 0.08 1.56 7.55
1 22 11.53 0.10 0.75 13.55
1 23 12.33 0.08 0.65 8.72
2 01 9.97 0.09 0.82 11.15
2 02 15.95 0.03 1.13 6.35
2 04 6.66 0.18 1.67 17.03
2 05 9.94 0.08 0.49 8.94
2 06 2.35 0.21 1.03 31.51
2 09 12.30 0.08 0.97 9.06
2 10 18.33 0.06 1.00 5.91
2 11 10.20 0.05 2.24 9.09
2 12 12.34 0.12 0.98 10.04
2 14 16.91 0.17 1.52 12.61
2 15 15.42 0.07 1.21 8.40
2 16 14.36 0.12 1.53 8.47
2 18 10.80 0.06 1.93 9.69

Table1. Results for 22 fragments
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Conclusion andOutlook

We have proposed a prototype system for the automatic

archival of archaeological fragments. The work was

performed in the framework of the documentation of

ceramic fragments. The methods proposed have been

tested on synthetic and real data with reasonably good

results since they are better than traditional manual

archaeological radius and volume estimation. The

ceramic documentation and reconstruction system de-

scribed is currently under development to be integrated

in the virtual excavation reconstruction project 3D-

MURALE.32 Currently we are testing our reconstruction

method on a larger test set taken from our 3D-MURALE

test excavation site Sagalassos and test objects with

ground truth (like fragments of industrially manu-

factured flower pots which are perfectly symmetric)

to further evaluate our method. Next we will work on

the classification system based on the profile in order to

classify all profiles and to find matching fragments from

similar vessels and finally from singular vessels.
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Abstract

A major obstacle to the wider use of 3D object recon-
struction and modeling is the extent of manual intervention
needed. Such interventions are currently massive and exist
throughout every phase of a 3D reconstruction project: col-
lection of images, image management, establishment of sen-
sor position and image orientation, extracting the geomet-
ric detail describing an object, merging geometric, texture
and semantic data. This work aims to develop a solution for
automated documentation of archaeological pottery, which
also leads to a more complete 3D model out of multiple
fragments. Generally the 3D reconstruction of arbitrary ob-
jects from their fragments can be regarded as a 3D puzzle.
In order to solve it we identified the following main tasks:
3D data acquisition, orientation of the object, classification
of the object and reconstruction.We demonstrate the method
and give results on synthetic and real data.

1 Introduction

Reassembly of fragmented objects from a collection of
thousands randomly mixed fragments is a problem that
arises in several applied disciplines, such as archaeology,
failure analysis, paleontology, art conservation, and so on.
Solving such jigsaw puzzles by hand may require years of
tedious and delicate work, consequently the need for com-
puter aided methods is obvious [8]. The assembling of an
object from pieces is called mosaicing [7]. It is similar to
the automatic assembly of jigsaw puzzles [1]. In archaeol-
ogy, most of the finds are in form of fragments, especially
in the area of ceramics. Therefore mosaicing is of great in-
terest in this field, since it enables both, a real and a virtual
reconstruction of the original object. Most of the ceramic is
rotationally symmetric since it was produced on a potter‘s
wheel. Using this fact, one can solve the mosaicing prob-
lem even if there are gaps between the fragments, just like
a human would solve this problem. Figure 1a shows a box

filled with archaeological fragments, which possibly could
fit to each other. Figure 1b illustrates manually identified,
matching fragments.

(a) (b)

Figure 1. Archaeological objects: (a) Box with
possibly, matching fragments, (b) Matching
fragments.

More generally mosaicing can be seen as a special case
of object recognition by approximate outline matching: The
specific problem of identifying adjacent ceramic fragments
by matching the shapes of their outlines was considered by
Üçoluk and Toroslu [13], Hori et. al. [2], Kong et. al.
[5] and Kanoh et. al. [4]. Marques et al. [9] present
a 2D object matching technique based on the comparison
of a reference contour to the contours in the image parti-
tion. Similarly, Leitǎo and Stolfi [8] demonstrate a multi-
scale matching method and Papaioannou et. al. present a
semi-automatic reconstruction of archaeological finds [10].
We observe a main focus on the analysis of the outline
of the break curve: 2D outline matching is most common
[8, 4, 5, 1, 6], but work on 3D outline matching exist [13].
Surface matching of fractured surfaces is proposed in [10].
So far, no complete system from acquisition to reconstruc-
tion has been described.

This paper focuses on the reconstruction of pottery out
of many fragments based on the profile. With respect to
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our previous work [12], the paper describes the finding and
matching of candidate fragments as its main contribution.
Our approach to pottery reconstruction is based on the fol-
lowing main tasks: After acquiring 3D data with the Mi-
nolta VIVID 900, we start with the estimation of the cor-
rect orientation of the fragment, which leads to the exact
position of a fragment on the original vessel. Next, the
classification of the fragment based on its profile section
allows us to decide to which class an object belongs to, pre-
sented in Section 2. Since we know the orientation of the
candidate fragments we defined a two-degrees-of-freedom
search space for representing the alignment of two frag-
ments. A matching algorithm based on the point-by-point
distance between facing outlines is proposed in Section 3.
Reconstruction results on synthetic and real data are given
in Section 4, followed by conclusions and outlook on future
work.

2 Determination of matching candidates

Archaeological pottery is assumed to be rotationally
symmetric since it was made on a rotation plate. With re-
spect to this property the axis of rotation is calculated using
a Hough inspired method [12].

In order to reconstruct complete pots out of fragments,
profiles with similar attributes are to be found in an archive
database. Classification of newly found fragments of un-
known type is performed by comparing the description of
the new fragment with the description of already classified
fragments. The fragment structure is formed by its shape
features (or geometric features like the profile) and its prop-
erties (or material like clay, color and surface). The descrip-
tion of the fragment is structured in a description language
consisting of primitives and relations. Primitives are a rep-
resentation of shape features, relations represent the proper-
ties.

The description language, which was originally designed
to solve 2D automatic visual inspection problems [11], is
applied and extended in order to solve the classification
problems. The actual profile contains features, which are a
representation of shape features. To accomplish classifica-
tion, primitives are further subdivided into part-models (or
part- primitives), the consistency between part-primitives is
established by relations among part parameters (see [11] for
details).

This method enables us to compute the confidence of a
node by summing up the weighted tolerances of each at-
tribute of the node and the overall confidence of the sub-
graph connected to this node. By computing the consis-
tency for different descriptions, the one with the highest
confidence value can be chosen if the confidence is above
a certain threshold. For a given profile all primitives are
represented in the description of the profile.

3 Fragment Matching

The optimal pairing of matching candidates obtained
serves as input for the fragment matching part. Conse-
quently we know those pairs of fragments which were prob-
ably adjacent in the original object. In order to represent
the matching of two fragments, G. Papaioannou et. al. [10]
describe seven pose parameters. In their approach the two
fragments are first prealigned so that their broken facets face
each other. In our case we know the orientation of a frag-
ment, consequently we prealign two candidate fragments
by simply aligning their axis of rotation. As a result, a
two-degrees-of-freedom continous search space is defined.
The transformation which matches two candidate fragments
consists of a translation along the z-axis with parameter Tz

and a rotation around the z-axis with parameter Rz (see Fig-
ure 2).

Figure 2. Fragment Matching with 2-degrees-
of-freedom.

The basic concept in our method for estimating Rz is
that the best fit is likely to occur at the relative pose which
minimizes the point-by-point distance between the facing
outlines. For this reason, we introduce a matching error εM

based on the mean Euclidian distance between the corre-
sponding points of the outlines of the candidate fragments
with points X = (x, y) and X ′ = (x′, y′):

εM =
1
N

N∑
i=1

√
(xi − x′

i)2 + (yi − y′
i)2. (1)

where N is the number of data points used. The height of
the fragment, limits the length of the matching segments.
Different fragments types lead to the following matching
possibilities:

A Rim fragments: first Tz is computed by aligning the
rim along the orifice plane [3]. Next Rz is estimated,
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so that the positioning transformation with the small-
est matching error εM is considered to be the correct
position.

B Bottom fragments: first Tz is computed by aligning the
bottom along the base plane. Next Rz is estimated in
the same way as for rim fragments.

C Wall fragments: Candidates are first aligned along
their profile sections. Next Rz is estimated in the same
way as for rim fragments. Since it is not clear whether
a new candidate fragment is in bottom up or bottom
down position, we have to compute Rz and Tz for
both positions. The positioning transformation with
the smallest matching error εM is considered to be the
correct position.

Matching algorithm

1. Define reference fragment Fref with its axis of rota-
tion ROTref : defines a new pot P , creates the pot co-
ordinate system, ROTref is aligned to the z-axis.

2. Prealignment of the candidate fragment Fcand by its
axis of rotation ROTcand: ROTcand is aligned to
ROTref . This results in a two-degrees-of-freedom
search space: Translation Tz along the axis of rotation
(up/down) and rotation Rz around the axis of rotation.

3. Estimation of the translation parameter Tz: search for
minimal distance d between all y-values (radius) of the
profile of Fref and the profile of Fcand. Exception
A: Rim fragments are aligned along the orifice plane.
Exception B: Bottom fragments are aligned along the
base plane. When the candidate fragment is a wall
fragment, the minimal distance d is computed for both
positions, and the one with the smaller is considered to
be the correct position.

4. Estimation of the rotation parameter Rz by finding the
position with the smallest matching error εM .

4 Results

In order to evaluate the results we have tested our method
on synthetic 3D data of three parts of a synthetic pot. The
orientation of the fragments is defined, which leads to three
perfect matching parts. The experiment has shown a 100%
theoretical accuracy of the approach.

In order to get data of matching fragments of a whole pot,
we broke a flowerpot into 5 parts. We got three rim frag-
ments, one wall fragment and one bottom fragment. Each
part was digitized leading to a front and back view of each
fragment. The biggest part (nr. 2) covers half of the pot and
consists of 135070 triangles, whereas the smallest consists
of 8210 triangles. Next we computed the orientation of the

fragments, which leads to four matching candidates and one
not processable object: a large part of the bottom fragment
(Part 4) consists of flat area. It was therefore excluded from
further processing due to its curvature being too low.

Starting with part one as reference fragment for each
candidate a matching error was computed. Next part two
was defined as reference fragment and again for each re-
maining candidate a matching error was computed. This
procedure was continued until no candidate remained. Ta-
ble 1 summarizes Tz , Rz and the matching errors for each
possible candidate. RFnr. and CFnr. denote the number of
the reference fragment and the number of candidate frag-
ment respectively, and εM denotes the matching error. The
value of εM for correct matches ranges from 1.12 to 0.63,
the combination of part 3 and 5 shows an incorrect match
with an error εM of 12.92.

Figure 3a displays the resulting match of part 1 and part
3 as both parts are rim fragments. Figure 3b shows the
resulting match of part 1 and part 5. Since part 5 is a wall
fragment the εM was computed for both possible positions,
and the position with lower εM was finally choosen.

(a) (b) (c)

Figure 3. Matched parts: (a) part 1 and part 3
(b) part 1 and part 5 (c) Matching parts 1, 2, 3,
and 5.

Figure 3c shows the final reconstruction of the pot. Cor-
rect matches for all four candidate fragments have been
found. The missing bottom of the pot is due to part 4, not
being processable because of its flat shape.

We applied our technique to real archaeological frag-
ments (Nr: 319-71, 209-71 from the late Roman burnished
ware of Carnuntum [12]). Both pieces are rim fragments
(Figure 4a and b). The alignment along the orifice plane
allowed the estimation of Tz = 7.49cm. The smallest
εM = 0.31 was found for Rz = 3.35◦. Figure 4c shows
the matched outlines of the two fragments and Figure 4d
shows the final reconstruction.

Another example on real archaeological fragments was
done on the common ware of Sagalassos [3]. One rim and
two wall fragments were recorded and processed. Table 1
summarizes Tz , Rz and the matching errors for each pos-
sible candidate. Correct matches were found between part
one and part two (εM = 1.32) and part two and part three
(εM = 1.21). No correct match was found between part
one and part three (εM = 14.81), because there was no
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(a) (b)

(c) (d)

Figure 4. Archaeological rim fragments: (a)
Part1, (b) Part 2, (c) Matching outlines, (d)
Matching parts.

alignement of the profile sections (part one is on top of part
three). Nevertheless all three fragments were matched to-
gether, since the matching of part two suceeded for both
candidates.

Ware RFnr. CFnr. Tz [mm] Rz [deg] εM

Flowerpot 1 2 12.03 22.81 1.12
Flowerpot 1 3 8.67 -41.29 0.81
Flowerpot 1 5 9.34 73.21 0.63
Flowerpot 2 3 -4.94 17.61 0.92
Flowerpot 2 5 -10.02 -26.75 0.71
Flowerpot 3 5 11.10 32.99 12.92
Carnuntum 1 2 7.49 3.35 0.31
Sagalassos 1 2 -4.29 11.70 1.32
Sagalassos 1 3 -1.61 7.59 14.81
Sagalassos 2 3 -5.19 15.76 1.21

Table 1. Results of the matching process.

The results demonstrate the possibility of automatically
matching adjacent fragments by our method. It works for
fragments which can be oriented and classified by our ap-
proach with one exception: two adjacent fragments on top
of each other cannot be matched by our method, because
they do not have overlapping profile sections. Furthermore
if the surface of the fragment is too flat or too small or the
classification is not known, the fragment is not considered
for reconstruction.

5 Conclusion

We have proposed a method for the assembly of an ob-
ject from pieces, which in our case means the reconstruction
of an archaeological pot from its fragments. The outcome
on vessel reconstruction out of multiple fragments was de-
scribed by real 3D data. The ceramic documentation and re-
construction system described was recently integrated into
the virtual excavation reconstruction project 3D MURALE.
Future work will be directed towards setting up a pottery
database with more then 100 fragments and applying the
algorithm to find matching pieces.
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Abstract

Motivated by the requirements of the present archaeology, we are developing an automated system for archaeological classification of
ceramics. Classification and reconstruction of archaeological fragments is based on the profile, which is the cross-section of the fragment
in the direction of the rotational axis of symmetry. In order to segment the profile into primitives like rim, wall, and base, rules based on
human expert knowledge are created. The input data for the estimation of the profile is a set of points produced by the acquisition sys-
tem. A function fitting this set is constructed and later on processed to find the characteristic points necessary to classify the original
fragment. We demonstrate the method and give results on real archaeological data.
� 2006 Elsevier B.V. All rights reserved.

Keywords: Archaeological ceramics; Typology and classification; Curvature analysis; 3D acquisition

1. Introduction

Ceramics are one of the most widespread archaeological
finds and are a short-lived material. This property helps
researchers to document changes of style and ornaments.
Therefore, ceramics are used to distinguish between chrono-
logical and ethnic groups. Furthermore ceramics are used in
the economic history to show trading routes and cultural
relationships. Especially ceramic vessels, where shape and
decoration are exposed to constantly changing fashion,
not only allow a basis for dating the archaeological strata,
but also provide evidence of local production and trade
relations of a community as well as the consumer behavior
of the local population (Orton et al., 1993).

In order to make a later classification possible, the
object is described in different ways: shape, decoration,

technological manufacturing stage, material, and color.
Shape is usually described in terms of type-series using tra-
ditional pottery classification systems. For this, the descrip-
tion of the profile is important. Decoration, material, color,
and a careful examination of the traces left on the vessel
which indicate the steps taken during the manufacturing
process is a further important property to be investigated
in order to perform a subsequent classification.

All descriptions of the object serve only one final aim: the
correct classification of the material. There are several dif-
ferent ways of classifying vessels: based on their shape,
rim form, the presence of handles or spouts, decorative
motifs and so on. The purpose of classification is not only
to get a systematic view of the material found but also to
find different fragments belonging to the same vessel based
on attributes stored in an archive database. After that, the
profile of the fragment can be used to reconstruct the origi-
nal (complete) vessel. This includes the possibility of recon-
structing missing parts of the vessel and the search for
possible matches of other fragments already stored in the
archive with the one that is under consideration (part-
assembly).

Up to now all this has been done manually which
means a lot of routine work for archaeologists and a very
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inconsistent representation of the real object (Orton et al.,
1993). First, there may be errors in the measuring process,
diameter or height may be inaccurate, second, the drawing
of the fragment should be in a consistent style, which is not
possible since a drawing of an object without interpreting it
is very hard to do. The third process, grouping or classify-
ing, is also a very difficult task.

There have been several attempts to develop a reliable
method of classification (Binford, 1965; Adams and
Adams, 1991; Sinopoli, 1991), none of which is widely
accepted. A graphic documentation done by hand addi-
tionally raises the possibility of errors. This leads to a lack
of objectivity in the documentation of the material found.
To give an example, a vessel was drawn by four different
illustrators resulting in four different vessels as shown in
Fig. 1. Note the different shape and decoration, the rim
and the thickness for instance are significantly different.

Gilboa et al. (2004) presents a strategy that pertains to
typology and classification which are confined to shape
attributes. Their analysis is based on the description of a
planar curve in terms of its curvature function. Their main
source of error is that the information is derived from hand
drawn profiles, whose accuracy cannot be assessed. Here
we use digitized information for extracting quantitative
measures for various measures of the profile.

This paper is organized as follows. In Section 2, we
describe the acquisition method for 3D-shape estimation
and how we estimate the profile sections. Next we show
the determination of shape characteristics based on so-
called characteristic points in Section 3. The generation
of primitives is presented in Section 4. Results using real
archaeological data are given in Section 5, followed by
conclusions and outlook on future work.

2. Data acquisition

The acquisition method for estimating the 3D-shape of a
fragment is shape from structured light (DePiero and
Trivedi, 1996), which is based on active triangulation (Besl,
1988). We used the Vivid 900 3D Scanner developed by
MINOLTA.1

Fig. 2 illustrates the acquisition setup consisting of the
Vivid 900 Scanner connected to a PC and the object to
be recorded. Optionally the object is placed on a turntable

with a diameter of 40 cm, whose desired position can be
specified with an accuracy of 0.1�. The 3D Scanner works
on the principle of laser triangulation combined with a
color CCD image. It is based on a laser-stripe but a galva-
nometer mirror is used to scan the line over the object.

We have carried out in situ tests to capture 3D sherds
and other finds from the excavation site CARNUNTUM
(Gruenewald, 1986) in Austria. For each fragment two
views (front- and back-views) have been recorded. Com-
mon sizes of fragments range from 10 · 10 · 8 cm to
30 · 30 · 20 cm, and they are recorded with an accuracy
of 0.5 mm. The 3D-data is stored as a software indepen-
dent VRML-file containing 3D-points that are connected
in form of triangles. Our pottery dataset currently consists
of 40 different sherds.

Archaeological pottery is assumed to be rotationally
symmetric since it was made on a rotation plate. With
respect to this property the axis of rotation is calculated
using a Hough inspired method (Sablatnig and Kampel,
2002). To perform the registration of the two surfaces of
one fragment, we use a priori information about fragments
belonging to a complete vessel: both surfaces have the same
axis of rotation since they belong to the same object. Con-
sequently, we register the two views by calculating the axis
of rotation and by bringing the resulting axes into align-
ment. A detailed description of the registration algorithm
can be found in (Sablatnig and Kampel, 2002). The tech-
nique proposed works best for wheel-thrown pottery, and
would not be suitable for hand-made pottery, since it relies
on the rotational symmetry.

Fig. 1. The limits of objective recording: the same vessel drawn by four different illustrators (from Orton et al., 1993).

Fig. 2. The Minolta VIVID 900 Scanner.

1 MINOLTA Austria GMBH: www.minolta.com.
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The registration of front- and back-view together with
the axis of rotation provide the profile used to reconstruct
the vessel.

Fig. 3 shows the 3D-model of a sherd and its rotational
axis rot as a vertical line along the z-axis. The black plane
represents the intersecting plane emax at the maximum
height hmax of the sherd. The longest profile line is the lon-
gest line along the surface of the sherd parallel to the rota-
tional axis rot. The radius r is the estimated mean radius of
the profile line. The extracted profile line is shown in the
xz-plane. Our algorithm for the estimation of the longest
profile line consists of the following steps:

(1) First the axis of rotation is transformed into the
z-axis of the coordinate system in order to simplify
further computation.

(2) The fragment’s size described by its circular arc is
estimated. Depending on the size we compute a num-
ber of intersecting planes ei, which are used for the
profile estimation. The number of planes ei depends
on the length of the perimeter of the fragment. Exper-
iments have shown that 7–13 profile lines return the
best ratio of exactness and performance. Fig. 4 shows
a sample of four planes ei intersecting the 3D-model
and the plots of the extracted profile lines on the
surface of the sherd.

(3) A profile line is calculated by intersecting the 3D-data
of the fragment with planes ei: first the distance of
each vertex of the fragment to the plane ei is calcu-
lated. All vertices are sorted by their distance to the
plane. Then the nearest 1% of vertices are selected
as candidates for the profile.The result is a properly
oriented profile line.

(4) Next the profile line having the longest line is found:
the difference between the maximum z-value and the
minimum z-value of the profile line defines the height
of the profile line. The remaining profile lines are used
for evaluation of the estimate of the rotational axis.

Fig. 5 shows two plots of diameters based on the profiles
from two different fragments. The y-axis is the difference of
the diameters to the overall mean diameter of all profiles in
centimeters and the x-axis corresponds to the circular arc.
The upper line shows the maximum diameter, the middle
shows the mean diameter and the lower line shows the min-
imum diameter. The grey box allows the quality of the
results to be visualized by showing the overall mean diam-
eter of all profiles versus the standard deviation of all pro-
files. If the standard deviation exceeds a certain threshold

Fig. 4. Sample of intersecting planes ei.

Fig. 5. Maximum, mean and minimum diameters.

Fig. 3. Orientated sherd, rotational axis, intersecting plane emax and
longest profile line.
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(for example 0.5 cm) the fragment is excluded from further
reconstruction.

As can be seen in Fig. 5a a correctly estimated rotational
axis results in mean diameter with a small standard devia-
tion (smaller than 0.5 cm) along the perimeter of the sherd.
Also the minimum and the maximum diameter are con-
stant except on the left and right side, where the fracture
of the fragment is located. In Fig. 5b the mean diameter
along the perimeter has a standard deviation of more than
0.5 cm (in this case 5 cm). This indicates that the estimate
of the rotational axis is not accurate enough for further
processing. In this case, we plan to extend the algorithm
for axis estimation by using additional information on
the fragment e.g. rills on the inner surface, detection of
rim-fragments.

Experiments were done on all 40 fragments of our pot-
tery database. The success rate for correct extraction of
the profile line and consequently the percentage of sherds
used for further reconstruction is around 50% of the data
found at the excavation site. This should be compared to
manual archivation done by archaeologists (Orton et al.,
1993): for coarse ware around 35% (Degeest, 2000) and
for fine ware around 50% (Poblome, 1999) of the findings
are used for further classification. It depends heavily on
the shape of the fragment (e.g. handle, flat fragments like
bottom pieces, small size, etc.). Eighteen fragments have
been excluded from reconstruction due to incorrect estima-
tion of the axis of rotation. Details on the evaluation can
be found in (Kampel and Sablating, 2003).

3. Determination of shape characteristics

By classifying the parts of the profile, the complete
vessel is classified, and missing parts may be reconstructed.
Following the manual strategy of the archaeologists, the
profile should first be automatically segmented into its
parts, the so-called primitives (Kampel and Sablatnig,
2002). Our approach to do so is a hierarchical segmenta-
tion of the profile into rim, wall, and base by creating
segmentation rules based on expert knowledge of the
archaeologists and the curvature of the profile. These three
segments of the profile are stored in a so-called description

of the profile. Fig. 6 shows an archive drawing of a frag-

ment with its profile section divided into various primitives.
If there is a corner point, that is a point at which the cur-
vature changes ‘‘substantially’’, the segmentation point is
obvious. If there is no corner point, the segmentation point
has to be determined mathematically (Adams and Adams,
1991).

Up to now this segmentation has been done manually by
archaeologists, and there are no segmentation standards in
archaeology (Adams and Adams, 1991). Fig. 7 shows dif-
ferent shapes of manually segmented primitives.

The basis for the segmentation is the outer profile line,
i.e. the profile line along the outside of the vessel. The seg-
ments of the profile are divided by so-called characteristic
points or segmentation points. Fig. 8 shows the classifica-
tion scheme applied to an ‘‘S-shaped vessel’’ as an example.
The coordinate system has its origin at the intersection
point of the axis of rotation and the orifice line.

In order to allow proper segmentation, the following
points have been identified.

• SP, starting point: in the case of vessels with a horizontal
rim: innermost point, where the profile line touches the
orifice plane.

• OP, orifice point: outermost point, where the profile line
touches the orifice plane.

• IP, inflexion point: point, where the curvature changes
its sign, i.e. where the curve changes from a left turn
to a right turn or vice versa.

Fig. 6. Profile with known primitives.

Fig. 7. Different shapes of primitives.
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• MI, local minimum: point of vertical tangency; point
where the x-value is smaller than in the surrounding
area of the curve.

• MA, local maximum: point of vertical tangency; point
where the x-value is bigger than in the surrounding area
of the curve; the y-value refers to the height of the object
(e.g. MA(y)).

• CP, corner point: point where the curve changes its
direction substantially.

• BP, base point: outermost point, where the profile line
touches the base plane.

• RP, point of the axis of rotation: point where the profile
line touches the axis of rotation.

• EP, end point: point where the profile line touches the
axis of rotation; applied to incomplete profiles.

The profile determined has to be converted into a para-
meterized curve (Hu and Ma, 1995) and the curvature has
to be computed (Bennett and MacDonald, 1975). Local
changes in curvature (Rosenfeld and Nakamura, 1997) are
the basis for rules required for segmenting the profile. Based
on the B-spline methods (Hall and Laflin, 1984) the profile is
thus converted into one or more mathematical curves.

In order to apply interpolation and approximation
methods the profile is subdivided into sub-intervals by
using corner points. The most appropriate interpolation
and approximation methods are computed and selected
for each of the intervals of the curve, the method with a
smaller error (in case of ambiguity, the interpolation
method is preferred) is selected for the interval. The
approximation error of the representation over the whole
curve is computed via the sum of squares of the differences
of the input value and the spline value. The situation is
complicated by the fact that ceramic vessels, produced by
hand, do not have mathematically perfect surfaces which
affects the application of the above mentioned methods.
Consequently, the precision of the representation of the
vessels is reduced (Rice, 1987). The technique applied is
thorougly described in (Kampel and Sablatnig, 2002).

4. Generation of primitives

The attributes of a successful classification have been
summarized by Orton et al. (1993):

• objects belonging to the same type should be similar
(internal cohesion),

• objects belonging to different types should be dissimilar
(external isolation),

• the types should be defined with sufficient precision to
allow others to duplicate the classification,

• it should be possible to decide to which type a new
object belongs.

In order to achieve these aims our classification scheme
of the vessel form is based on two aspects (Orton et al.,
1993):

• absolute measurements and ratios,
• segmentation of the profile line.

The first step is the measurement of the following
parameters: rim diameter, bottom diameter, height, x-
and y-values of all segmentation points. With these mea-
surements a variety of ratios can be calculated. A specific
choice of these ratios is in each case characteristic for one
vessel type; for example the ratio rim diameter to the height
of the fragment.

The characteristic points together with the following
measurements are used to define basic vessel forms and
types (Andraschko et al., 1990):

• Rim-diameter, rdm: The diameter of the orifice plane.
• Wall-diameter, wdm: The maximum diameter of the

object orthogonal to its rotational axis.
• Bottom-diameter, bdm: Diameter at the bottom of the

object.
• Height, h: The overall height of the object.
• The characteristic ratio, rchr: The ratio between height h

and rim-diameter rdm: h:rdm.

Together with archaeologists (Adler et al., 2001) three
levels of hierarchical classification rules based on the work
of Schreg (1978) and Andraschko et al. (1990) have been
worked out. They consist of three consecutive levels ware,
basic form and basic type, see Table 1. These rules were
applied to the late Roman burnished ware of Carnuntum
(Gruenewald, 1986). The first classification level defines
the fabric or pottery ware.

Fig. 8. S-shaped vessel: profile segmentation scheme.

Table 1
Three levels of classification

I Ware Late Roman burnished ware
II Basic

form
Beaker, plate, bowl, pot, jug

III Basic
type

Beaker1, beaker2, pot1, pot2, plate1–2, plate11–2,
plate13–7, jug1, jug2–3, jug4
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Classification level II defines basic forms (see Table 2).
The grouping follows functional aspects based on charac-
teristic ratios and diameter. A variation of ±15% is taken

into account. For example, a plate is defined by rchr = 1:8
and rdm ranging from 16 cm to 34 cm.

The forms are subdivided into basic vessel types (see
Table 3), which are defined in level III. The grouping fol-
lows the characteristic properties of the profile section
and the position of the characteristic points. Table 3 shows
the rules and images of all vessel types which are taken into
account (a� b means at least 20% difference between a

and b). These rules were found empirically and are only
valid for the specific ware. References of all forms to Gru-
enewald (1986) and representative images of the specific
form are given. For example, a plate is further specified
by not having an inflection point IP and no curvature point
CP.

Table 2
Classification level II: specific vessel forms

Basic vessel form rchr (±15%) rdm (cm) wdm (cm)

Plate 1:8 16–34 –
Bowl 1:2–1:4 10–16 –

12–30 –
Beaker 1:1 8–11 5–14
Jug 4:1–2:1 6–14
Pot 1:1–3:1 8–12 15–25

12–16 18–21

Table 3
Classification level III: basic vessel types

Basic vessel types Characteristic points Characteristic properties of the profile section Reference (Gruenewald, 1986) Image

Beaker1 1 IP, no CP rdm� bdm 78/1–4

Beaker2 >1 IP rdm � wdm 78/6

Plate1–2 1 IP, no CP f(x + 1) > f(x) 71/9; 75/1–4

Bowl1–2 1 IP, no CP f(x + 1) P f(x), MAðyÞ < h
10 70/1–6; 71/2

Bowl3–7 CP, >1 IP f(x + 1)� f(x) 72/5–8; 73/1–3; 74/4,6–8

Pot1 >1 IP rdm P bdm, rdm� wdm, MAðyÞ > h
5 79/2; 81/2

Pot2 1 IP, no CP rdm� wdm, MAðyÞ ffi h
2 79/1,3

Jug1 >1 IP rdm < wdm, wdm� bdm –

Jug2–3 CP rdm � bdm 84/10

Jug4 >1 IP or CP rdm < 12 cm 84/1–3,8; 85/2–7,9–11
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5. Results

First we show results of finding characteristic points
using the multi-spline method. Next we present experi-
ments on the segmentation of the characteristic points,
which is followed by examples of automatic classification.
The pottery dataset used for the experiments was already
classified by archaeologists and published by Gruenewald
(1986). Besides the manual drawings of the fragments,
the fragments themselves were available. In order to evalu-
ate the classification results achieved, we randomly selected
eight fragments from the pottery dataset, classified them,
and compared the results to manual classification results
of the same fragments.

Following the manual approach of the archaeologists,
we take the outer profile line as basis for the segmentation:
Fig. 9 shows two examples of automatically segmented
pots with the characteristic points detected shown in (b),
and the appropriate manual segmentation in (a).

Applying level II of the classification scheme to the
curves computed gives a first indication of the group to
which the object belongs. Table 4 summarizes results from
eight fragments. The most important measurement is the
diameter of the rim rdm, because its estimation does not
depend on whether the object is a fragment or a vessel.
On the contrary the diameter of the bottom bdm represents
only a reliable indicator for vessels, because the bdm of a
fragment is not the same as the bdm of the whole vessel.

For example, the rdm of fragment 70/1 is 15.6 cm, which
allows the forms plate, bowl and pot. Its characteristic ratio
rchr = 1:<1.5 excludes plates, leading to bowl and pot as
indication. Ambiguities are resolved within classification
level III.

Table 5 shows results of the estimation of characteristic
points. Except for IP, where the number of IPs found is
shown, the coordinates of the characteristic points are
given. One of the most reliable indicators is the number
of IPs, because it identifies S-shaped forms by simply
counting points without requiring of their position. The
y-position of the MA characterizes forms reliably, because
its approximate position is sufficient.

To continue the previous example with fragment 70/1,
the forms bowl and pot are further investigated: the posi-
tion of MA indicates that it is not a pot, since it lies within

the first 20% of the height h. Having 1 IP only gives priority
to Bowl1–2, which actually is a correct classification
(Gruenewald, 1986).

Fig. 9. Classified pottery 70/1: (a) manual drawings, (b) detected characteristic points.

Table 4
Classification level II: characteristic forms

ID (Gruenewald,
1986)

rdm wdm bdm h rchr Indication

70/1 15.6 19.2 9.2 10.2 1:1.5 Bowl, pot
70/4 19.6 21.6 9.6 6.4 1:3.0 Bowl
72/6 14.4 17.0 5.2 7.4 1:1.9 Bowl, pot
72/8 22.2 24.2 7.2 10.0 1:1.2 Bowl
75/3 29.6 32.4 16.2 5.6 1:5.3 Plate
78/2 6.4 7.2 4.6 9.2 1.4:1 Jug, pot,

beaker
79/2 12 14.0 5.2 10.6 1:1.1 Pot, beaker
81/1 12.4 15.4 4.8 11.3 1:1.1 Beaker, pot

Table 5
Classification level III: characteristic types

ID OP MA MI # IP CP BP RP EP

70/1 [7.8,0.0] [9.6,0.8] EP 1 – – – [4.6,10.2]
70/4 [9.8,0.0] [10.8,0.8] BP 1 – [4.8,6.4] – –
72/6 [7.2,0.0] [8.5,1.0] EP 3 – – – [2.6,7.4]
72/8 [11.1,0.0] [12.1,0.9] EP 3 – – – [3.6,10.0]
75/3 [14.8,0.0] [16.2,0.8] BP 1 – [8.1,5.6] – –
78/2 [3.2,0.0] [3.6,0.5] EP 2 – – – [2.3,9.2]
79/2 [6.0,0.0] [7.0,1.5] EP 1 – – – [2.6,10.6]
81/1 [6.2,0.0] [7.7,1.8] EP 1 – – – [2.4,11.3]

Table 6
Final classification

ID
(Gruenewald,
1986)

Level
II

Classification rules applied Indication

70/1 Bowl,
pot

1 IP, MAðyÞ < h
5 ðffi 0:8 < 2:0Þ Bowl1–2

70/4 Bowl 1 IP, MAðyÞ < h
5 ðffi 0:8 < 1:3Þ Bowl1–2

72/6 Bowl,
pot

3 IP, MAðyÞ < h
5 ðffi 1:0 < 1:5Þ Bowl3/7

72/8 Bowl 3 IP, MAðyÞ < h
5 ðffi 0:9 < 2:0Þ Bowl3/7

75/3 Plate 1 IP Plate1–2
78/2 Jug,

pot
2 IP,
rdm > bdm; MAðyÞ < h

5 ðffi 0:5 < 1:8Þ
Beaker1

79/2 Pot,
beaker

1 IP, MAðyÞ < h
5 ðffi 1:5 < 2:1Þ Pot1,

pot2
81/1 Pot,

beaker
1 IP, MAðyÞ < h

5 ðffi 1:8 < 2:3Þ Pot1,
pot2
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Table 6 summarizes the results for the eight randomly
selected fragments. The results achieved indicate the same
basic vessel forms as published by Gruenewald (1986),
except for 79/2 and 81/1. The reason is that distinction
between forms pot1 and pot2 is not possible for fragments,
where the bottom is missing, because it depends only on the
relative position of MA.

6. Conclusion

In this paper, we presented the classification of the
profile section based on the manual approach of the
archaeologists. In order to define shape characteristics, a
classification scheme was defined. The profile was seg-
mented based on local changes in curvature, therefore B-
Splines have been applied to the profiles. Three levels of
classification based on characteristic measurements and
the segmentation of the profile allowed the grouping of
the fragment into specific vessel forms and specific vessel
types. Results were shown for each intermediate step.
The classification scheme presented depends on the excava-
tion site. In order to apply our algorithm to other frag-
ment-fabrics we have to redefine the classification scheme
based on the characteristics of the specific fabric. Currently
we are recording fragments at the excavation site Tel Dor
in Israel. It is planned to apply our classification system
on the resulting 3D-models (150–200 fragments).
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Abstract. Numismatics deals with various historical aspects of the phe-
nomenon money. Fundamental part of a numismatists work is the identi-
fication and classification of coins according to standard reference books.
The recognition of ancient coins is a highly complex task that requires
years of experience in the entire field of numismatics. To date, no optical
recognition system for ancient coins has been investigated successfully.
In this paper, we present an extension and combination of local im-
age descriptors relevant for ancient coin recognition. Interest points are
detected and their appearance is described by local descriptors. Coin
recognition is based on the selection of similar images based on feature
matching. Experiments are presented for a database containing ancient
coin images demonstrating the feasibility of our approach.

1 Introduction

Numismatics is at a point where it can benefit greatly from the application of
computer vision methods, and in turn provides a large number of new, challeng-
ing and interesting conceptual problems and data for computer vision. For coin
recognition we distinguish between two approaches: coin identification and coin
classification. A coin classification process assigns a coin to a predefined cate-
gory or type, whereas a coin identification process assigns a unique identifier to
a specific coin. What makes this application special and challenging for object
recognition, is that all the coins are very similar.

The first coins were struck in Asia Minor in the late 7th century BC. Since then
coins are a mass product [1]. In the Antiquity coins were hammer-struck from
manually engraved coin dies. Coins from the same production batch will have
very much the same picture and also the same quality of its relief. Depending on
the series of coins in question, the only varying details can be either part of the
picture or legend or there can be a difference in a prominent detail such as the
face of a figure. The scientific requirement is to assign a coin its correct number
according to a reference book.
� This work was partly supported by the European Union under grant FP6-SSP5-

044450. However, this paper reflects only the authors’ views and the European Com-
munity is not liable for any use that may be made of the information contained
herein.

G. Bebis et al. (Eds.): ISVC 2008, Part I, LNCS 5358, pp. 11–22, 2008.
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Fig. 1. Different coins of the same coin type

Fig. 2. Different image representations of the same coin

Ancient and modern coins bear fundamental differences that restrict the ap-
plicability of existing algorithms [14]. Due to their nature ancient coins provide
a set of identifying features. The unique shape of each coin originates in the
manufacturing process (hammering procedure, specific mint marks, coin break-
ages, die deterioration, etc.). Furthermore, the time leaves its individual mark
on each coin (fractures, excessive abrasion, damage, corrosion, etc.). Eventually,
identification of ancient coins turns out to be ”easier” compared to classification.
For example, Figure 1 shows ten different coins of the same coin type. A clas-
sification algorithm should ideally classify them all of the same class. However,
they all provide complete different characteristics (see shape, die position, mint
marks or level of details). At the same time, exactly those features enable the
identification process.

In contrast, Figure 2 presents five pictures of one and the same coin. The
pictures were taken using different acquisition setups, i.e. scan as well as fixed
and free hand cameras with varying lighting conditions. The figure points out
the challenges for an automated identification process as well as the importance
of quality images for the process itself. Different lighting conditions can hide or
show details on the coin that are significant for a successful identification process
(e.g. compare the first and the third image in Figure 2).

The remainder of this paper is organised as follows: In Section 2 related work
on recognizing coins is presented. Section 3 gives an overview of local features
with respect to our needs. The coin recognition workflow is described in Section 4.
The experiments performed and their results are presented in Section 5. We
conclude the paper in Section 6 with discussion on the results achieved and an
outlook for further research.
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2 Related Work

Research on pattern recognition algorithms for the identification of coins started
in 1991 when Fukumi et al. [2] published their work on rotation-invariant vi-
sual coin recognition using a neural networks approach. Also [3] is devoted to
neural network design, but investigates the possibilities of simulated annealing
and genetic algorithms. In 1996 Davidson [4] developed an instance-based learn-
ing algorithm based on an algorithm using of decision trees [5]. An industrial
implementation of a neural networks approach is described in [6].

A more recent neural algorithm was published in [7]. This approach employs
the output of a filter bank of Gabor filters fed into a back propagation network.
The algorithm uses correlation in the polarspace and in combination with a
neural networks. Khashman et al. implemented a neural coin recognition system
for use in slot machines [8].

Huber et al. present in [9] a multistage classifier based on eigenspaces that
is able to discriminate between hundreds of coin classes. The Dagobert coin
recognition system presented by Nölle et al. [10] aims at the fast classification of
a large number of modern coins from more than 30 different currencies. In their
system coin classification is accomplished by correlating the edge image of the
coin with a preselected subset of master coins and finding the master coin with
lowest distance.

In [11] Maaten et al. present a coin classification system based on edge-based
statistical features. It was developed for the MUSCLE CIS Coin Competition
2006 [12] focusing on reliability and speed. The coin classification method pro-
posed by Reisert et al. [13] is based on gradient information. Similar to the work
of Nölle et. al [10] coins are classified by registering and comparing the coin with
a preselected subset of all reference coins.

Current research approaches for coin recognition algorithms possess mainly
two limitations. On the one hand, the input digital image is well defined – there
is always only one coin pictured and the image is taken under very controlled
conditions (such as background, illumination, etc.). On the other hand, the al-
gorithms focus mainly on the recognition of modern coins. Those assumptions
facilitate the classification and identification process substantially. In the case
of controlled conditions and the well known circular shape of modern coins, the
process of coin detection and segmentation becomes an easier task. The almost
arbitrary shape of an ancient coin narrows the amount of appropriate segmen-
tation algorithms. Tests performed on image collections both of medieval and
modern coins show that algorithms performing good on modern coins do not
necessarily meet the requirements for classification of medieval ones [14]. The
features that most influence the quality of recognition process are yet unexplored.

3 Local Image Features

Local features describe image regions around given interest points. Their ap-
plication in the computer vision is manifold ranging from object and texture
recognition [15] to robot localization [16], symmetry detection [17] and wide

67



14 M. Kampel and M. Zaharieva

baseline stereo matching [18]. Local features are already successfully used for
object classification. Crucial influence on local feature based object recognition
bear both the detection of interest points and their representation. Hence, in the
following we give a short overview over top performing interest point detectors
and local feature descriptors and discuss their applicability with respect to the
identification of ancient coins.

3.1 Interest Point Detectors

In the literature exist a broad number of interest point detectors with varying
level on invariance against rotation, scale or affine changes. Comparative studies
on interest points and their performance evaluation can be found in [19,20].

The Harris corner detector [21] is based on local auto-correlation matrix of
the image function. The squared first derivatives are averaged over a 41 × 41
Gaussian weighted window around an image point. If the auto-correlation ma-
trix has two significant eigenvalues, an interest point is detected. However, the
detected points are not invariant to scale and affine changes. To achieve scale
invariance Mikolajczyk et al. [22] extend the Harris detector by selecting corners
at location where a Laplacian attains an extrema in scale space (Harris-Laplace).
The Harris-Affine detector [22,19] additionally uses second moment matrix to
achieve affine invariance. Detected points are stable under varying lighting con-
ditions since significant signal change in orthogonal directions is captured.

Hessian-Laplace localizes points at local maxima of the Hessian determinant
in scale-space maxima of the Laplacian-of-Gaussian [15,19]. Detected keypoints
are invariant to scale and rotation transformations. Similar to Harris-Affine, the
Hessian-Affine detector provides in a next step affine invariance based on second
moment matrix [19]. In contrary to the Harris-based detectors, Hessian interest
points indicate the presence of blob like structures. Bay et al. [23] introduced
recently a further detector based on the Hessian matrix – the Fast-Hessian detec-
tor. It approximates Gaussian second order derivative with box filter. To further
reduce the computational time, image convolutions use integral images.

Tuytelaars et al. present in [18] further two methods to extract affine invariant
regions. The Geometry-based region detector starts from Harris corners and uses
the nearby edges identified by the Canny edge operator [24] to build a parallelo-
gram. Keypoints are detected if the parallelogram goes through an extremum of
intensity-based functions. The second method proposed – Intensity-based region
detector – relies solely on the analysis of image intensity. It localizes interest points
based on intensity function along rays originating from local extrema in intensity.

The Maximally Stable Extremal Regions (MSER) proposed by Matas et al. [25]
are a watershed based algorithm. It detects intensity regions below and above a
certain threshold and select those which remain stable over a set of thresholds.

The Difference-of-Gaussian(DoG) detector was introduced by Lowe as key-
point localization method for the Scale Invariant Feature Transform (SIFT) ap-
proach [26,15]. Interest points are identified at peaks (local maxima and minima)
of Gaussian function applied in scale space. All keypoints with low contrast or
keypoints that are localized at edges are eliminated using a Laplacian function.
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Table 1. Average interest points detected

Detector Interest points
Difference-of-Gaussian (DoG) [26] 968
Harris-Laplace [15] 204
Harris-Affine [19] 198
Hessian-Laplace [19] 1076
Hessian-Affine [19] 778
Fast-Hessian [23] 198
Geometry-based region (GBR) [18] 61
IBR [18] 184
Maximally Stable Extremal Regions (MSER) [25] 134

Common critic to edge-based methods is that it is more sensitive to noise and
changes in neighboring texture. Interest point detectors which are less sensitive
to changes changes in texture perform well in a classification scenario since they
recognize and capture those features that are common for all instances in a given
class. On the opposite, identification relies on those features that are unique for
a given object. Due to their nature and manufacturing process, ancient coins are
unique. Coins produced by the same die show the same picture. However, since
they are hand-hammered, shape, texture and relief can vary to a large degree. In
this particular scenario, texture-sensitive interest point detectors are expected
to perform better. Table 1 shows average interest points extracted per detector
for the dataset explained in Section 5.

As we will show in Section 5, the methods which detect most interest points
do not necessarily perform the best. First, we are faced with the problem of
overfitting (i.e. each coin is similar to all the other coins to some degree). Second,
essential role play the information captured per interest point. Thus, in the next
subsection we give a short overview of the local feature descriptors we used for
the experiments.

3.2 Local Feature Descriptors

Given a set of interest points, the next step is to choose the most appropriate
descriptor to capture the characteristics of a provided region. Different descrip-
tors emphasize different image properties such as intensity, edges or texture.
Please refer to [27] for a thorough survey on the performance of local feature
descriptors. We focus our study on four descriptors which show outstanding
performance with respect to changes in illumination, scale, rotation and blur.

(1) Lowe [15] introduced the Scale Invariant Feature Transform (SIFT) de-
scriptor which is based on gradient distribution in salient regions – at each feature
location, an orientation is selected by determining the peak of the histogram of
local image gradient orientations. Subpixel image location, scale and orientation
are associated with each SIFT feature vector.
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(2) Mikolajczyk and Schmid [27] propose an extension of the SIFT descriptor
– Gradient Location and Orientation Histogram (GLOH) – designed to increase
the robustness and distinctiveness’s of the SIFT descriptor. Instead of dividing
the path around the interest points into a 4 × 4 grid, the authors divide it into
radial and angular grid. A log-polar location grid with 3 bins in radial and 8
bins in angular directions is used. The gradient orientations are quantized into
16 bins which gives a 272 bin histogram further reduced in size using PCA to
128 feature vector dimension.

(3) Belongie et al. [28] introduce Shape Context as feature descriptor for shape
matching and object recognition. The authors represent the shape of an object
by a discrete set of points sampled from its internal or external boundaries. As
starting points, edge pixels as found by an edge detector. Following, for each
point the relative location of the remaining points is accumulated in a coarse
log-polar histogram.

(4) Speeded Up Robust Features (SURF) [23] are fast scale- and rotation in-
variant features. The descriptor captures distributions of Haar-wavelet responses
within the neighborhood of an interest point. Each feature descriptor has only
64 dimensions which results in fast computation and comparison.

In [27] complementary evaluation on the performance of local descriptors with
respect to rotation, scale, illumination, and viewpoint change, image blur and
JPEG compression, is presented. In most of the tests SIFT and GLOH clearly
outperformed the remaining descriptors: shape context, steerable filters, PCA-
SIFT, differential invariants, spin images, complex filters, and moment invari-
ants. In [29] Stark and Schiele report that the combination of Hessian-Laplace
detector with SIFT and GLOH descriptor outperforms local features such as
Geometric Blur, k-Adjacent Segments and Shape Context in a object catego-
rization scenario. For their evaluation the authors used three different datasets
containing quite distinguishable objects such as cup, fork, hammer, knife, etc. By
contrast, our two coin data sets possess very different characteristics in compar-
ison with existing evaluation and application scenarios. Both data sets contain
similar objects and both are targeted to evaluate identification performance.

4 Recognition Workflow

We define the workflow for the identification of ancient coins by five well-defined
stages as shown in Figure 3. In the preprocessing step (1) coins contained in
the image are detected and segmented. Essential influence on the process carries
the image diversity, e.g. single or multiple objects pictured, varying lighting
conditions, shadows, diverse background textures, etc. In the scenario of ancient
coins identification the almost arbitrary shape of coin additionally impede the
task of coin(s) detection and segmentation. Since our test database consists
solely of images of single coin on an unitary background no preprocessing is
required. Eventually, the applied local feature detectors locate interest points on
the background (e.g. due to intensity change). However, their amount is minimal
and has no influence on the identification process.
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Fig. 3. The five stages of coins identification workflow

The goal of the feature extraction step (2) is twofold. First, local features
algorithms are applied to extract local image descriptors for coins identifica-
tion. Second, features that can be used to reduce the number of required feature
comparisons by reducing the coins database can be extracted. Provided uncon-
trolled acquisition process, simple features such as area or perimeter of a coin
are not eligible since the scaling factor is unknown. Other features such as shape
descriptors can be used as basis for step (3) - preselection step [30].

Step (4) descriptor matching is performed by identifying the first two nearest
neighbors in terms of Euclidean distances. A descriptor D1 is accepted only if
the distance ratio of the nearest (1.NN) to the second nearest (2.NN) neighbors
is less then or equal to 0.5:

2d(D1, D1.NN ) <= (D1, D2.NN). (1)

In [15] Lowe suggests a distance ratio of 0.8. However, our experiments showed
that for the case of lower inter-class differences (as all classes are coins), a lower
distance ratio tends to keep more distinctive descriptors while eliminating a great
part of the false matches. The value of 0.5 was determined experimentally and
used throughout the tests. Furthermore, we apply a restriction rule to fasten
the quality of the matches. Since each image in the database picture is a single
ancient coin, a given keypoint can only be matched to a single point in a different
feature set. Thus, all multiple matches are removed as they are considered to be
unstable for the identification process.

Finally, an additional verification step (5) can assure the final decision. Pro-
vided images of both obverse and reverse side of a coin, each side is first identified
separately. If both sides vote for the same coin identification, the coin is identified
adequately. Otherwise, it is classified as unknown.
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5 Experiments

For our experiments we used a dataset of images acquired at the Fitzwilliam
Museum in Cambridge, UK. We used varying technical setups – scan as well
as fixed and free hand cameras, and varying lighting conditions. The dataset
consists of 350 images of three different coin types (10 to 16 coins à coin type, 3
to 5 pictures à coin side). Ground truth is encoded in the file names. For testing
the recognition one image was selected as test images. Presented evaluations as
[27,29] on the performance of local descriptors use different datasets containing
quite distinguishable objects such as cup, fork, hammer, knife, etc. By contrast,
our coin data set possesses very different characteristics in comparison with ex-
isting evaluation and application scenarios. The data set contains similar objects
and is targeted to evaluate coin recognition performance.

In a first experiment we compare the performance of three descriptors on coin
identification.

Figure 4 shows corresponding interest points detected by the different ap-
proaches. Despite the lower image quality of the input image, the rotation and
scale change of the coin, the SIFT approach matches correctly against image of
the same coin acquired by the scan device (see Figure 4(a)).

The Fast Approximated SIFT approach – Figure 4(b) – tends to detect key-
points mostly on the background of the image. The algorithm detects far more
points than SIFT, e.g. for the example input image 8999 keypoints (by contrast
keypoints detected by SIFT for the same image: 721). However, they lack of
stability and distinctiveness. Eventually, each detected interest point is similar
(i.e. being matched) to a large number of keypoints in the second image. The
elimination of multiple matched points reduces the number of final matches by
approximately 90%.

Performing manual pairwise comparison of the resulting matches, PCA-SIFT
(see Figure 4(c)) seems to achieve almost the same amount on descriptors as
SIFT for less computational time. However, the stability of the PCA-SIFT fea-
tures is considerably lower since approximately 40% of the correct classified

(a) SIFT (b) Fast Approximated
SIFT

(c) PCA-SIFT

Fig. 4. Example matches for a given ancient coin acquired using a free hand camera
(Input image on the left side and corresponding match on the right hand). Using the
SIFT approach (a), the test coins was successfully matched against an image of the
same coin acquired using scan device. The Fast Approximated SIFT fail to recognize
the image (b). PCA-SIFT (c) matched against different coin of the same coin type.
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Table 2. Evaluation results on the recognition performance of the local image feature
descriptors using the small database of ancient coins. CR shows the rate of correctly
classified coins, and IR those of correctly identified ancient coins.

Interest Point (1) SIFT (2) GLOH (3) Shape (4) SURF
Detectors CR IR CR IR CR IR CR IR
DoG 90.57% 84.57% 60.00% 40.00% 61.14% 29.14% 82.57% 28.57%
Harris-Laplace 68.39% 50.86% 71.84% 53.45% 79.71% 61.45% 71.30% 28.12%
Harris-Affine 76.15% 55.46% 73.56% 54.31% 73.04% 53.04% 71.88% 27.83%
Hessian-Laplace 65.90% 47.28% 65.90% 47.28% 92.57% 82.00% 84.29% 32.29%
Hessian-Affine 71.63% 50.72% 68.48% 49.28% 88.00% 80.00% 79.43% 29.71%
Fast-Hessian 85.43% 79.43% 85.43% 78.29% 84.86% 72.29% 90.86% 78.29%
GBR 51.47% 27.36% 48.53% 24.76% 52.44% 29.64% 56.03% 15.31%
IBR 80.29% 60.57% 75.71% 50.57% 80.29% 55.14% 77.43% 25.14%
MSER 80.86% 68.29% 77.71% 64.29% 74.86% 58.00% 74.00% 28.29%

Fig. 5. Performance distribution of the interest point detectors

images are due matching of the obverse with the reverse side of a coin. The
PCA reduction of feature vector size seems to lead to loss of valuable informa-
tion for the identification process. In terms of identification rate, SIFT clearly
outperforms both modifications by more than 10%.

The second experiment aims at evaluation of the performance of the presented
interest point detectors and local descriptors with respect to recognition. We
compare both classification (CR) and identification rate (IR) and show that a
good classification rate is no guarantee for the distinctiveness and stability of
the respective detectors or descriptors. Table 2 summarizes the results on the
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coin data set. The best classification rate of 92.57% was achieved with Shape
Context combined with Hessian Laplace detector. The best identification rate of
84.57% was achieved with SIFT combined with DoG. The main reason for the
significant difference between classification and identification rate is the nature
of local descriptors. Local descriptors simply describe the close surroundings of
given interest point. Dependent on the size of this box, matching, i.e. similar
enough, descriptor can be found on multiple coins or even on the same coin or
different sides of the same coin.

Figure 5 visualizes the performance distribution with respect to the interest
point detectors. One can clearly identify four groups. The first one, low identifica-
tion and low classification rate, is dominated by the GBR detector. Independent
of the applied local feature descriptor the achieved performance is too low with
a rate close or far bellow 50%. The second group, high classification and low
identification rate, is defined by the use of the SURF descriptor. Independently
of the applied interest point detector, the SURF descriptor shows high stability
with respect to classification. The last conspicuous group, high classification and
high identification rate, is dominated by the Fast Hessian detector.

6 Conclusion

In this paper, we described a strategy for the recognition of ancient coins based on
local image features. The achieved recognition rates indicate the feasibility of the
approach. SIFT features show outstanding performance in existing evaluations.
However, the main drawback and critical point is their computational time.
Benefits of the proposed system are in the field of coin recognition. Based on
the promising results we plan to extend the evaluation on a recently recorded
coin collection of 2400 images of 240 different coins. Future research will include
methods in the field of optical character and symbol recognition. Furthermore, we
will extend our work towards die and mint sign identification based on spatially
constrained local features.

Acknowledgment. The authors want to thank Dr. Mark Blackburn and his
team at the Coin Department, Fitzwilliam Museum, Cambridge, UK, for sharing
their experience and providing the database of images of ancient coins.
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Abstract 

We are developing an automated classification and re- 
construction system for archaeological fragments. The goal 
is to relate different fragments belonging to the same vessel 
based on shape, material and color, thus the color informa- 
tion is important in the pre-classification process.  IF^ this 
work a color specification technique is proposed, which ex- 
ploits the fact that the spectral reflectance of materials like 
archaeological fragments vary slowly in the visible. We ex- 
plain how the acquisition system is calibrated in order to 
get accurate colorimetric information with respect to ar- 
chaeological requirements. Experimental results are pre- 
sented for archaeological objects and for a set of test color 
patches. 

1 Introduction 

Ceramics are one of the most widespread archaeological 
finds and are a short-lived material. This property helps 
researchers to document changes of style and ornaments. 
Especially ceramic vessels, where shape and decoration 
are exposed to constantly changing fashion, not only 
allow a basis for dating the archaeological strata, but also 
provide evidence of local production and trade relations of 
a community as well as the consumer behavior of the local 
population. The purpose of ceramic classification is to get 
a systematic view of the material found [2 ,6 ]  and is used to 
relate a fragment to existing parts in the archive. 

Archaeologists determine the specific color of a frag- 
ment by matching it to the Munsell color patches [7]. Since 
this process is done "manually" by different archaeologists 
and under varying light conditions, results differ from each 

*This work was supported in part by the Ausman Science Foundation 
(FWF) under grant P13385-INF. 

other. Archaeologists need digital color images of frag- 
ments for archivation purposes, thus the color information 
which is normally achieved with a color measurement 
instrument can be gained directly from the digital image 
for each pixel in the entire image. 

We propose a solution to the color classification assum- 
ing that the spectral reflectance of archaeological fragments 
varies slowly in the visible spectrum. We present an ap- 
proach for accurate colorimetric information on fragments, 
performed on digital images containing archaeological 
fragments under different illuminants. A characteristic 
vector analysis [9] of the reference reflectance leads to 
an algorithm that computes the colorimetrically accurate 
reflectance out of a video digitizing system. 

The paper is organized as follows: In Section 2 we de- 
scribe the theoretical background, in Section 3 we explain 
how we specify the colorimetric variables in order to cali- 
brate the acquisition system with respect to archaeological 
requirements. Experimental results are described in Sec- 
tion 4 and we conclude with a summary and outline the fu- 
ture work. 

2. Theory and Notation 

Much of human color-vision research focuses on color 
constancy since it is the perceptual ability that permits us 
to discount spectral variation in the ambient light and as- 
sign stable colors: Maloney and Wandell [4] considered that 
both lighting and spectral reflectance are unknown, whereas 
Lee [3] simplified that problem by assuming that spectral 
illumination is known. Color and reflectance based object 
recognition was presented by [l, 81. In order to provide 
a device-independent color specification we use reference 
colors from the MacBeth Color chart [ 5 ] .  

Our approach rests upon Lee's method assuming that 
spectral illumination is known and that the spectral re- 
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flectance of our material varies slowly in the visible spec- 
trum. This means that small changes of RGB values should 
lead to small changes in reflectance. Prior knowledge about 
the illuminant leads to chromaticity and luminance infor- 
mation. 

Each RGB pixel in a digitized image has a value propor- 
tional to weighted integral over the visible spectrum. This 
integral depends on three spectral variables. These are the 
spectral irradiance E(X),  which describes the energy per 
second at each wavelength A. The proportion of light of 
wavelenght X reflected from an object is determined by the 
suqace spectral reflectance S(X). We assume that there are 
k distinct channels in the digitizing system, we use k = 3’ 
for red, green and blue. We denote the spectral response of 
the kth channel as RI, (A) and a pixel value for the kth color 
channel as PI,. 

Eq 1 describes the relationship between pixel values 
and spectral quantities. We approximate the three integrals 
above as summations over wavelength, using values every 
lOnm in the visible spectrum from 400nm to 700nm. If 
the proportionality factor in the RI, (A) is subsumed, one can 
construct the following matrix equation (Eq. 2). m denotes 
the steps to be taken in the spectrum. 

p = SER ( 2 )  

p . . . 1 by 3 row vector (RGB pixel) 
S .  . . 1 by m row vector,(surface reflectance) 
E .  . . m by m diagonal matrix, (spectral irradiance) 
R . . . m by 3 matrix, (system spectral transfer function) 

If we know elements of two of the arrays on the right 
side of Eq. 2 and the corresponding RGB pixel values on 
the left side, we can solve the unknown array. Since only 
an approximated knowledge of the system function R is as- 
sumed, the goal will be to: 

0 specify the system transfer function R more accurately 
by analyzing color samples with known reflectance of 
the MacBeth Color patches. 

0 use this new information to find the unknown spectral 
reflectance of other samples illuminated by the same 
light source. 

The goal of the first step is to improve the transfer func- 
tion R which leads to R,,, (Eq. 3). 

Rnew = RRI (3) 

Therefore we digitize an image of the color chart, which 
is illuminated by the same light source that will be used 

when we evaluate unknown color samples. The digitization 
gives a q by 3-matrix P containing RGB values, where q 
denotes the number of patches of the color checker. Since 
we know the illumination E and the set of q reflectances 
S ,  we can form the q-by-3 matrix SER,,,. This leads 
to Eq. 4. For the unknown RI a least square solution is 
used, which leads to an improved estimate of the system’s 
spectral transfer function. 

P SERRl (4) 

The goal of the second step is to calculate the re- 
flectances of unknown color samples. We use the 
RGB-values from the digitized color samples p ,  the im- 
proved transfer function R,,, and the spectral irradience 
E in order to calculate spectral reflectances S (See Eq. 2) .  

Since S(X) varies smoothly for fragments we can 
accurately represent the spectral reflectance of a set of color 
standards with the first few components of a characteristic 
vector analysis [9]. In effect, this analysis allows us to 
reduce the dimensionality of S and leads to an algorithm 
that gives colorimetrically accurate spectral reflectance 
from red-green-blue output of the video digitizing system. 

S,,,, is defined as mean vector (1 by m) from the color 
checker reflectances at m = 30 equally-spaced wavelengths 
across the spectrum. Sbasis (n by m matrix) denotes the 
characteristic vectors used. We use n = 3 characteristic 
vectors to represent the original data. A 1-by-n vector of 
basis weights (denoted B )  is calculated when solving Eq. 5 
by inserting the digitized RGB values into p. 

B = ( P  - SmeanEfi)(SbasisEfi)-l ( 5 )  
When we multiply Sbasis by the appropriate vector B 

and add the result to Smean, we can reconstruct any spec- 
tral reflectance S in our set of colors (Eq. 6). For a more 
detailed description of the algorithm see [3]. 

The technique used is a method for examining a number 
of sets of multivariate response data and determining linear 
transformations of the data to a smaller number of param- 
eters which contains essentially all the information in the 
original data. 

3 Color estimation process 

First, the three spectral variables - irradiance of the 
lightsource E(X), camera transfer function RI,(X) and re- 
flectance S(X) of the MacBeth reference chart - have to be 
initialized. 
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We use Tungsten Halogen Floodlamps 7700 (150W) and 
TL-light as lightsources. In order to recover colorimetric 
data from our samples under a variety of lightsources we 
use different types of lightsources. The spectral distribution 
was given by the manufacturer. Figure 1 shows the typical 
spectral distribution of TL-82 and TL-95 with slight differ- 
ences between these two lamps. 

and 12 are used for evaluation purposes. Their reflectance 
is measured using a spectroradiometer. For our reference 
set we choose colors which have a similar spectral distribu- 
tion to the colors of our archaeological findings in order to 
maximize the achievable accuracy of the vector analysis. 

In the next step we grab an image of an archaeologi- 
cal fragment, which leads to RGB values. Test regions are 
specified manually, and their RGB-Values are used to re- 
construct the reflectance. Figure 3 shows two different test 
regions A and B. 

Figure 1. Spectral irradiance of TL-82 and TL- 
95 

The video cameras used are a 3CCD DONPISHA XC- 
003P and a CCD-IKEGAMY ICD-700P. The Ikegamy cam- 
era is a single CCD-color CCTV camera, which is used to 
give out Y / C  (chrominance/ luminance) separation signals. 
The Sony camera is a color video module, which uses a 
CCD for the pick-up device. It has an RGB signal out- 
put. Both cameras are one-chip-cameras. Figure 2 shows 
the spectral response curve of the DONPISHA camera. The 
data was provided by the manufacturer. 

0.8 

K 

Y 
0,' 

K 

0.2 

0 

Figure 2. Typical spectral response of a Sony- 
camera 

The spectral reflectance is scaled in equally-spaced 
wavelengths (every 1Onm) across the spectrum. 12 colors 
of the MacBeth Color checker are used as a reference set 

Figure 3. Test regions A and B 

4 Results 

Two experiments are presented: the first example with 
MacBeth Colors and the second with real fragments. In 
a first experiment we use the measured reflectance of 12 
MacBeth color patches as reference and try to estimate the 
reflectance of the other 12 patches using the reference set. 
The resulting reflectance is compared to previous measured 
values. 
Figure 4 shows the result for patch 1 (dark skin). In 
that case, the correlation equals 0,98. The computed re- 
flectances of the other 11 patches correlated between and 
0,85 and 0,98 to their corresponding measured reflectances 
with an average correlation of 0,92 (see Table 1). Lower 
correlation may be caused by the purely statistical repre- 
sentation of the underlying variables by the characteristic 
vector analysis. 

In the second experiment we grab an image of a fragment 
and specify two test regions A and B (Figure 3). The refer- 
ence set was chosen from the MacBeth color checker. The 
spectral reflectances of A and B are computed and visual- 
ized in Figure 5. For evaluation purposes we calculate CIE 
tristimulus values using a linear transformation and com- 
pare the achieved values with measured cromaticity coor- 
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Figure 4. Measured and estimated spectral re- 
flectance of a MacBeth Color Patch 

p a t c h  con 
0.97 
0.95 
0.96 
0.91 
0.85 
0.89 

Table 1. Correlation between measured and 
calculated spectral reflectances of 12 Mac- 
beth ColorChecker patches 

0 

dinates from a Chroma Meter CR-200b. Table 2 shows a 
comparison between measured and computed chromaticity 
coordinates. The final results are in the close neighborhood 
of the measured values. Since these results are influenced 
by the linear transformation we plan measurements using a 
spectroradiometer in order to allow direct comparison be- 
tween measured and computed reflectances. 

17.9 11.1 32.3 21.0 

Table 2. Measured and computed cromaticity 
coordinates 

5 Conclusion and Outlook 

In this work we presented a technique for accurate color 
estimation, which plays an important role in the classifica- 
tion process for archaeological fragments. We proposed an 

0.5 { 

Figure 5. Calculated spectral reflectance of 
positions A and B 

application using a straightforward approach based on a lin- 
ear color calibration technique. Since the color specification 
of a fragment is gained by different archaeologists and un- 
der varying lightning conditions the results differ from each 
other. The results obtained give a good initial estimate to 
the archaeologists. Future work goes towards color cali- 
bration without known illuminants in order to allow color 
estimation outside laboratory conditions. 
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Abstract

In this paper, we discuss common colour models for background subtraction and problems related to
their utilisation are discussed. A novel approach to represent chrominance information more suitable for
robust background modelling and shadow suppression is proposed. Our method relies on the ability to rep-
resent colours in terms of a 3D-polar coordinate system having saturation independent of the brightness
function; specifically, we build upon an Improved Hue, Luminance, and Saturation space (IHLS). The addi-
tional peculiarity of the approach is that we deal with the problem of unstable hue values at low saturation
by modelling the hue-saturation relationship using saturation-weighted hue statistics. The effectiveness of
the proposed method is shown in an experimental comparison with approaches based on RGB, Normalised
RGB and HSV.

Key Words: Motion detection, shadow detection, background subtraction, colour spaces.

1 Introduction

The underlying step of visual surveillance applications like target tracking and scene understanding is the
detection of moving objects. Background subtraction algorithms are commonly applied to detect these objects
of interest by the use of statistical colour background models. Many present systems exploit the properties of
the Normalised RGB to achieve a certain degree of insensitivity with respect to changes in scene illumination.

Hong and Woo [1] apply the Normalised RGB space in their background segmentation system. McKenna
et al. [2] use this colour space in addition to gradient information for their adaptive background subtraction.
The AVITRACK project [3] utilises Normalised RGB for changedetection and adopts the shadow detection
proposed by Horprasert et al. [4].

Beside Normalised RGB, representations of the RGB colour space in terms of 3D-polar coordinates (hue,
saturation, and brightness) are used for change detection and shadow suppresion in surveillance applications.
François and Medioni [5] suggest the application of HSV forbackground modelling for real-time video segmen-
tation. In their work, a complex set of rules is introduced toreflect the relevance of observed and background
colour information during change detection and model update. Cucchiara et al. [6] propose a RGB-based
background model which they transform to the HSV representation in order to utilise the properties of HSV
chrominance information for shadow suppression.
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Published by Computer Vision Center / Universitat Autònoma de Barcelona, Barcelona, Spain

83



2 M. Kampel et al. / Electronic Letters on Computer Vision and Image Analysis 6(3):1-12, 2007

Our approach differs from the aforementioned in the way thatwe build upon the IHLS colour space, which
is more suitable for background subtraction. Additionally, we propose the application of saturation-weighted
hue statistics [7] to deal with unstable hue values at weaklysaturated colours. Also, a technique to efficiently
classify changes in scene illumination (e.g. shadows), modelling the relationship between saturation and hue
has been devised.

The remainder of this paper is organised as follows: Section2 reviews the Normalised RGB and the Improved
Hue, Luminance and Saturation (IHLS) colour space. Furthermore it gives a short overview over circular colour
statistics, which have to be applied on the hue as angular value. Section 3 presents how these statistics can
be applied in order to model the background in image sequences. In Section 4 we describe metrics for the
performance evaluation of our motion segmentation. The conducted experiments and their results are presented
in Section 5. Section 6 concludes this paper and gives an outlook.

2 Colour Spaces

In this section, the Normalised RGB and IHLS colour spaces used in this paper are described. It also gives a
short overview over circular colour statistics and a reviewof saturation weighted hue statistics.

2.1 Normalised RGB

The Normalised RGB space aims to separate the chromatic components from the brightness component. The
red, green and blue channel can be transformed to their normalised counterpart by using the formulae

l = R + G + B, r = R/l, g = G/l, b = B/l (1)

if l 6= 0 andr = g = b = 0 otherwise [8]. One of these normalised channels is redundant, since by definition
r, g, andb sum up to1.

Therefore, the Normalised RGB space is sufficiently represented by two chromatic components (e.g.r and
g) and a brightness componentl. From Kender [9] it is known that the practical application of Normalised RGB
suffers from a problem inherent to the normalisation; namely, that noise (such as, e.g. sensor or compression
noise) at low intensities results in unstable chromatic components. For an example see Figure 1. Note the
artefacts in dark regions such as the bushes (top left) and the shadowed areas of the cars (bottom right).

Figure 1: Examples of chromatic components. Lexicographically ordered - Image from thePETS2001dataset,
it’s normalised blue componentb, normalised saturation (cylindrical HSV), IHLS saturation.
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2.2 IHLS Space

The Improved Hue, Luminance and Saturation (IHLS) colour space was introduced in [10]. It is obtained
by placing anachromatic axisthrough all the grey (R = G = B) points in the RGB colour cube, and then
specifying the coordinates of each point in terms of position on the achromatic axis (brightness), distance from
the axis (saturations) and angle with respect to pure red (hueθH). The IHLS model is improved with respect
to the similar colour spaces (HLS, HSI, HSV, etc.) by removing the normalisation of the saturation by the
brightness. This has the following advantages: (a) the saturation of achromatic pixels is always low and (b) the
saturation is independent of the brightness function used.One may therefore choose any function ofR, G and
B to calculate the brightness.

It is interesting that this normalisation of the saturationby the brightness, which results in the colour space
having the shape of a cylinder instead of a cone or double-cone, is usually implicitly part of the transformation
equations from RGB to a 3D-polar coordinate space. This is mentioned in one of the first papers on this
type of transformation [11], but often in the literature theequations for a cylindrically-shaped space (i.e. with
normalised saturation) are shown along with a diagram of a cone or double-cone (for example in [12, 13]).
Figure 1 shows a comparison of the different formulations ofsaturation. The undesirable effects created by
saturation normalisation are easily perceivable, as some dark, colourless regions (eg., the bushes and the side
window of the driving car) reach higher saturation values than their more colourfull surroundings. Also, note
the artefacts resulting from the singularity of the saturation at the black vertex of the RGB-cube (again, the
bushes and the two bottom right cars).

The following formulae are used for the conversion from RGB to hueθH , luminancey and saturations of
the IHLS space:

s = max(R,G,B)−min(R,G,B)

y = 0.2125R + 0.7154G + 0.0721B

crx = R− G + B

2
, cry =

√
3

2
(B −G)

cr =
√

cr2
x + cr2

y (2)

θH =











undefined if cr = 0

arccos
(

crx

cr

)

elseif cry ≤ 0

360◦ − arccos
(

crx

cr

)

else

wherecrx andcry denote the chrominance coordinates andcr ∈ [0, 1] the chroma. The saturation assumes
values in the range[0, 1] independent of the hue angle (the maximum saturation valuesare shown by the circle
on the chromatic plane in Figure 2). The chroma has the maximum values shown by the dotted hexagon in
Figure 2. When using this representation, it is important toremember that the hue is undefined ifs = 0, and
that it does not contain much useable information whens is low (i.e. near to the achromatic axis).

2.3 Hue statistics

In a 3D-polar coordinate space, standard (linear) statistical formulae can be utilised to calculate statistical
descriptors for brightness and saturation coordinates. The hue, however, is an angular value, and consequently
the appropriate methods from circular statistics are to be used.

Now, let θH
i , i = 1, . . . , n ben observations sampled from a population of angular hue values. Then, the

vectorhi pointing fromO = (0, 0)T to the point on the circumference of the unit circle, corresponding toθH
i ,

is given by the Cartesian coordinates(cos θH
i , sin θH

i )T . ∗

∗Note that, when using the IHLS space (Eq. 3), no costly trigonometric functions are involved in the calculation ofhi, since
cos(θH

i ) = crx/cr andsin(θH
i ) = −cry/cr.
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Figure 2: The chromatic plane of the IHLS color space.

The mean directionθ
H

is defined to be the direction of the resultant of the unit vectorsh1, . . . ,hn having
directionsθH

i . That is, we have

θ
H

= arctan2 (S, C) , (3)

where

C =

n
∑

i=1

cos θH
i , S =

n
∑

i=1

sin θH
i (4)

andarctan2(y, x) is the four-quadrant inverse tangent function.
The mean length of the resultant vector

R =

√
C2 + S2

n
. (5)

is an indicator of the dispersion of the observed data. If then observed directionsθH
i cluster tightly about the

mean directionθ
H

thenR will approach1. Conversely, if the angular values are widely dispersedR will be
close to0. Thecircular varianceis defined as

V = 1−R (6)

While the circular variance differs from the linear statistical variance in being limited to the range[0, 1], it is
similar in the way that lower values represent less dispersed data. Further measures of circular data distribution
are given in [14].

2.4 Saturation-weighted hue statistics

The use of statistics solely based on the hue has the disadvantage of ignoring the tight relationship between the
chrominance components hue and saturation. For weakly saturated colours the hue channel is unimportant and
behaves unpredictably in the presence of colour changes induced by image noise. In fact, for colours with zero
saturation the hue is undefined.

As one can see in Figure 2, the chromatic components may be represented by means of Cartesian coordinate
vectorsci with direction and length given by hue and saturation respectively. Using this natural approach, we
introduce the aforementioned relationship into the hue statistics by weighting the unit hue vectorshi by their
corresponding saturationssi.

Now, let(θH
i , si), i = 1, . . . , n ben pairs of observations sampled from a population of hue values and asso-

ciated saturation values. We proceed as described in Section 2.3, with the difference that instead of calculating
the resultant of unit vectors, the vectorsci, which we will dubchrominance vectorsthroughout this paper, have
lengthsi.
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That is, we weight the vector components in Eq. 4 by their saturationssi

Cs =

n
∑

i=1

si cos θH
i , Ss =

n
∑

i=1

si sin θH
i , (7)

and choose the mean resultant length of the chrominance vectors (for other possible formulations see, e.g. [7])
to be

Rn =

√

C2
s + S2

s

n
. (8)

Consequently, for the mean resultant chrominance vector weget

cn = (Cs/n,Ss/n)T . (9)

Here, the length of the resultant is compared to the length obtained if all vectors had the same direction and
maximum saturation. Hence,Rn gives an indication of the saturations of the vectors which gave rise to the
mean of the chrominance vector, as well as an indication of the angular dispersion of the vectors. To test if a
mean chrominance vectorcn is similar to a newly observed chrominance vector, we use theEuclidean distance
in the chromatic plane:

D =
√

(cn − co)T (cn − co), (10)

with co = soho. Here,ho andso denote the observed hue vector and saturation respectively.

3 The IHLS Background Model

With the foundations laid out in Section 2.4 we proceed with devising a simple background subtraction algo-
rithm based on the IHLS colour model and saturation-weighted hue statistics. Specifically, each background
pixel is modelled by its mean luminanceµy and associated standard deviationσy, together with the mean
chrominance vectorcn and the mean Euclidean distanceσD betweencn and the observed chrominance vectors
(see Eq. 10).

On observing the luminanceyo, saturationso, and a Cartesian hue vectorho for each pixel in a newly
acquired image, the pixel is classified as foreground if:

|(yo − µy)| > ασy ∨ ‖cn − soho‖ > ασD (11)

whereα is the foreground threshold, usually set between2 and3.5.
In order to decide whether a foreground detection was causedby a moving object or by its shadow cast

on the static background, we exploit the chrominance information of the IHLS space. A foreground pixel is
considered as shaded background if the following three conditions hold:

yo < µy ∧ |yo − µy| < βµy, (12)

so −Rn < τds (13)

‖hoRn − cn‖ < τh, (14)

whereRn = ‖cn‖ (see Eq. 8,).
These equations are designed to reflect the empirical observations that cast shadows cause a darkening of the

background and usually lower the saturation of a pixel, while having only limited influence on its hue. The first
condition (Eq. 12) works on the luminance component, using athresholdβ to take into account the strength of
the predominant light source. Eq. 13 performs a test for a lowering in saturation, as proposed by Cucchiara et
al. [6]. Finally, the lowering in saturation is compensatedby scaling the observed hue vectorho to the same
length as the mean chrominance vectorcn and the hue deviation is tested using the Euclidean distance(Eq. 14).
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This, in comparison to a check of angular deviation (see Eq. 31 or [6]), also takes into account the model’s
confidence in the learned chrominance vector. That is, usinga fixed thresholdτh on the Euclidean distance
relaxes the angular error-bound in favour of stronger hue deviations at lower model saturation valueRn, while
penalising hue deviations for high saturations (where the hue is usually more stable).

4 Metrics for Motion Segmentation

The quality of motion segmentation can in principle be described by two characteristics. Namely, the spatial
deviation from the reference segmentation, and the fluctuation of spatial deviation over time. In this work,
however, we concentrate on the evaluation of spatial segmentation characteristics. That is, we will investigate
the capability of the error metrics listed below, to describe the spatial accuracy of motion segmentations.

• Detection rate (DR) and false alarm rate (FR)

DR =
TP

FN + TP
(15)

FR =
FP

N − (FN + TP )
(16)

whereTP denotes the number of true positives,FN the number of false negatives,FP the number of
false positives, andN the total number of pixels in the image.

• Misclassification penalty (MP)
The obtained segmentation is compared to the reference maskon an object-by-object basis; misclassified
pixels are penalized by their distances from the reference objects border [15].

MP = MPfn + MPfp (17)

with

MPfn =

∑Nfn

j=1
dj

fn

D
(18)

MPfp =

∑Nfp

k=1
dk

fp

D
(19)

Here, dj
fn and dk

fp stand for the distances of thejth false negative andkth false positive pixel from
the contour of the reference segmentation. The normalised factorD is the sum of all pixel-to-contour
distances in a frame.

• Rate of misclassifications (RM)
The average normalised distance of detection errors from the contour of a reference object is calculated
using [16]:

RM = RMfn + RMfp (20)

with

RMfn =
1

Nfn

Nfn
∑

j=1

dj
fn

Ddiag

(21)

RMfp =
1

Nfp

Nfp
∑

k=1

dk
fp

Ddiag

(22)
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Nfn andNfp denote the number of false negative and false positive pixels respectively. qDdiag is the
diagonal distance within the frame.

• Weighted quality measure (QMS)
This measure quantifies the spatial discrepancy between estimated and reference segmentation as the sum
of weighted effects of false positive and false negative pixels [17].

QMS = QMSfn + QMSfp (23)

with

QMSfn =
1

N

Nfn
∑

j=1

wfn(dj
fn)dj

fn (24)

QMSfp =
1

N

Nfp
∑

k=1

wfp(d
k
fp)d

k
fp (25)

N is the area of the reference object in pixels. Following the argument that the visual importance of false
positives and false negatives is not the same, and thus they should be treated differently, the weighting
functionswfp andwfn were introduced:

wfp(dfp) = B1 +
B2

dfp + B3

(26)

wfn(dfn) = C · dfn (27)

In our work for a fair comparison of the change detection algorithms with regard to their various decision
parameters, receiver operating characteristics (ROC) based on detection rate (DR) and false alarm rate (FR)
were utilised.

5 Experiments and Results

We compared the proposed IHLS method with three different approaches from literature. Namely, a RGB
background model using either NRGB- (RGB+NRGB), or HSV-based (RGB+HSV) shadow detection, and a
method relying on NRGB for both background modelling and shadow detection (NRGB+NRGB).

All methods were implemented using theColour Mean and Varianceapproach to model the background [18].
A pixel is considered foreground if|co − µc| > ασc for any channelc, wherec ∈ {r, g, l} for the Normalised
RGB andc ∈ {R,G,B} for the RGB space respectively.oc denotes the observed value,µc its mean,σc the
standard deviation, andα the foreground threshold.

The tested background models are maintained by means of exponentially weighted averaging [18] using
different learning rates for background and foreground pixels. During the experiments the same learning and
update parameters were used for all background models, as well as the same number of training frames.

For Normalised RGB (RGB+NRGB, NRGB+NRGB), shadow suppression was implemented based on Hor-
prasert’s approach [3, 4]. Each foreground pixel is classified as shadow if:

lo < µl ∧ lo > βµl

|ro − µr| < τc ∧ |go − µg| < τc (28)

whereβ andτc denote thresholds for the maximum allowable change in the intensity and colour channels, so
that a pixel is considered as shaded background.
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In the HSV-based approach (RGB+HSV) the RGB background model is converted into HSV (specifically, the
reference luminanceµv, saturationµs, and hueµθ) before the following shadow tests are applied. A foreground
pixel is classified as shadow if:

β1 ≤
vo

µv

≤ β2 (29)

so − µs ≤ τs (30)

|θH
o − µθ| ≤ τθ (31)

The first condition tests the observed luminancevo for a significant darkening in the range defined byβ1 and
β2. On the saturationso a threshold on the difference is performed. Shadow lowers the saturation of points and
the difference between images and the reference is usually negative for shadow points. The last condition takes
into account the assumption that shading causes only small deviation of the hueθH

o [6].
For the evaluation of the algorithms, three video sequenceswere used. As an example for a typical indoor

sceneTest Sequence 1, recorded by an AXIS-211 network camera, shows a moving person in a stairway. For
this sequence, ground truth was generated manually for 35 frames. Test Sequence 2was recorded with the
same equipment and shows a person waving books in front of a coloured background. For this sequence 20
ground truth frames were provided. Furthermore inTest Sequence 3the approaches were tested on 25 ground
truth frames from thePETS2001dataset 1 (camera 2, testing sequence). Example pictures ofthe dataset can be
found in Figure 3.

(a) (b) (c)

Figure 3: Evaluation dataset:Test Sequence 1(a),Test Sequence 2(b), Test Sequence 3(c)

For a dense evaluation, we experimentaly determined suitable ranges for all parameters and sub-sampled
them in ten steps. Figure 7 shows the convex hulls of the points in ROC space obtained for all parameter com-
binations. We also want to point out thatRGB+HSVwas tested with unnormalised and normalised saturation;
however, since the normalised saturation consistently performed worse, we omit the results in the ROC for
clarity of presentation.

As one can see, our approach outperforms its competitors onTest Sequence 1. One reason for this is the
insensitivity of theRGB+NRGBandNRGB+NRGBw.r.t. small colour differences at light, weakly saturated
colours.RGB+HSV, however, suffered from the angular hue test reacting strongly to unstable hue values close
to the achromatic axis. For conservative thresholds (i.e. small values forτc or τθ) all three approaches either
detected shadows on the wall as foreground, or, for larger thresholds failed to classify the beige t-shirt of the
person as forground. Figure 4 shows output images fromTest Sequence 1. We present the source image (a), the
ground truth image (b), the resulting image from our approach (c), and the resulting images from the algorithms
we compared with. I.a. it is shown that the shirt of the personin image (c) is detected with higher precision as
in the images (d), (e), and (f), where it is mostly marked as shadow.

ForTest Sequence 2the advantageous behaviour of our approach is even more evident. Although the scene is
composed of highly saturated, stable colours,RGB+NRGBandNRGB+NRGBshow rather poor results, again
stemming from their insufficient sensitivity for bright colours. RGB+HSVgave better results, but could not
take full advantage of the colour information. Similar hue values for the books and the background resulted
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(a) (b) (c)

(d) (e) (f)

Figure 4: Output imagesTest Sequence 1: Source Image(a),Ground Truth(b), Our Approach(c), RGB+NRGB
(d), NRGB+NRGB(e),RGB+HSV(f)

in incorrectly classified shadow regions. Figure 5 shows output images fromTest Sequence 2. Especially the
lower left part of the images (c), (d), (e), and (f) visualizes a better performance of the IHLS approach.

(a) (b) (c)

(d) (e) (f)

Figure 5: Output imagesTest Sequence 2: Source Image(a),Ground Truth(b), Our Approach(c), RGB+NRGB
(d), NRGB+NRGB(e),RGB+HSV(f)

TheTest Sequence 3sequence shows the problems of background modelling using NRGB already mentioned
in Section 2. Due to the low brightness and the presence of noise in this scene, the chromatic components are
unstable and therefore the motion detection resulted in an significantly increased number of false positives.
RGB+NRGBand our approach exhibit similar performance (our approachhaving the slight edge), mostly
relying on brightness checks, since there was not much useable information in shadow regions.RGB+HSV
performed less well, having problems to cope with the unstable hue information in dark areas. Figure 6 shows
output imagesTest Sequence 3.
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(a) (b) (c)

(d) (e) (f)

Figure 6: Output imagesTest Sequence 3: Source Image(a),Ground Truth(b), Our Approach(c), RGB+NRGB
(d), NRGB+NRGB(e),RGB+HSV(f)

6 Conclusion

We proposed the usage of the IHLS colour space for change detection and shadow suppression in visual surveil-
lance tasks. In the proposed framework, we advocate the application of saturation-weighted hue statistics to
deal with the problem of the unstable hue channel at weakly saturated colours.

We have shown that our approach outperforms the approaches using Normalised RGB or HSV in several
challenging sequences. Furthermore, our experiments haveshown that it is not advisable to use NRGB for
background modelling due to its unstable behaviour in dark areas.

One problem of our approach, however, is the fact that due to the use of saturation weighted hue statistics,
it is impossible to tell whether a short chrominance vector in the background model is the result of unstable
hue information or of a permanent low saturation. Although in the conducted experiments no impairments
were evident, it is subject of further research in which cases this shortcoming poses a problem. Other fields
of interest are the examination of alternatives to the Euclidean distance for the comparison of the chrominance
vectors and an experimental in-depth-investigation of theshadow classification.
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(a) (b)

(c)

Figure 7: Experimental results: ROCs forTest Sequence 1(a),Test Sequence 2(b), andTest Sequence 3(c).
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