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I. INTRODUCTION

The goal of image inpainting is to restore parts of an
image, in such a manner, that a viewer can not detect the
restored parts. One application of image inpainting is to re-
touch damaged parts of a digital picture. Before the inpainting
process is started, the user defines a binary mask for the image,
which marks the region that should be restored. The following
image inpainting task is automated and needs no further user
interaction. The term digital image inpainting was coined by
Bertalmio et al. [1]. The authors of this paper suggest a method
for inpainting that is based on Partial Differential Equations
(PDE). The underlying idea of the suggested method is to
smoothly complete isophote lines, arriving at the border of
the region that should be inpainted, from the out- side of the
border to the inner region. Two drawbacks of image inpainting
methods based on PDE are that they only perform well on
small inpainting regions and that they are not able to fill in
texture [2].

Criminisi et al. present a method - called exemplar-based
image inpainting [2] - that uses the main idea PDE and is able
to fill in texture. This heuristic approach also makes it possible
to fill bigger regions.

Instead of using a heuristic approach, Roth et al. propose
an algorithm - called Fields of Experts (FoE) [3] - that is
based on probability theory. The authors use a model - which
is trained on an image database - to describe the continuity of
image features (like edges for example). With this model it is
possible to carry out the image inpainting task.

In the following sections the work by Criminisi et al. and
Roth et al. will be examined in more detail. Later on results
of both algorithms will be given.

II. EXEMPLAR-BASED IMAGE INPAINTING

With the use of texture synthesis researchers it is possible
to overcome the drawbacks of PDE based inpainting meth-
ods. For image inpainting the most popular texture synthesis
technique is called exemplar-based synthesis. [4] This method
fills the inpainting region with a texture, generated by texture
patches from the surrounding areas. Criminisi et al. suggest
a method - called exemplar-based image inpainting [2] - that
combines the strengths of PDE based methods and exemplar-
based techniques.

(a) Visualization of the confidence
term.

(b) Visualization of the data term.

Fig. 1: Assignment of the fill priority. (a) The graphic shows
how the confidence is assigned: Pixels belonging to the green
region possess more confidence than pixels belonging to the
red area, since the pixels in the green area are surrounded by
more known pixels. (b) The data term gives pixels that belong
to edges, a higher priority. (Those pixels are painted green in
the figure.) [2]

A. Fill Order

The main focus of PDE-based image inpainting methods
lies on the preservation of linear structures (e.g. edges). The
authors take this circumstance into account, by defining a fill
order, which gives pixels belonging to edges a higher priority,
than pixels belonging to homogenous regions. The authors of
the paper call this kind of priority the data term.

The priority of one pixel is also determined by its con-
fidence, which is a measurement of the reliability of the
information surrounding the pixel: The confidence is directly
proportional to the number of the pixels in the neighborhood
that have been known from the beginning, or that have already
been filled. This measurement is called the confidence term.
The overall priority of a pixel is the product of its data term
and its con- fidence term. In Figure 1 an example for the pri-
ority assignment is shown.

B. Filling Process

The subsequent filling process starts with the pixel with the
highest priority. The algorithm searches an image patch in the
known (or already filled) image region that has the highest
similarity to the patch surrounding the observed pixel. The
similarity is measured with the sum of the squared difference
of the already filled pixels in the two patches. Once the patch
with the highest similarity has been found, the color value of




